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#### Abstract

The coupling of unitary self-conjugate $\overline{\operatorname{SL}(3, R)}$ multiplicity-free irreps is explicitly calculated. It is proven that pair-wise coupling of a finite number of these self-conjugate irreps never contains a continuum $\overline{\mathrm{SL}(3, R)}$ irrep which is multiplicity-free. The significance of $\overline{\operatorname{SL}(3, R)}$ symmetry in nuclear and hadronic systems is discussed, including implications for the coupling of quarkels.


## 1. ORIGIN AND SIGNIFICANCE OF THE PROBLEM

Systems having $\overline{\mathrm{SL}(3, R)}$ symmetry are of fundamental importance in both nuclear structure physics ${ }^{1-5}$ and hadronic structure ("quarks") physics. ${ }^{1,6-8}$ The elementary structures (unitary irreps) of $\overline{\mathrm{SL}(3, R)}$ are all known, ${ }^{9}$ and among these there are precisely three self-conjugate multi-plicity-free irreps (not counting the identity) which are of particular interest since they are discrete, and might possibly serve as models for fundamental "particles." Of these three self-conjugate multiplicity-free irreps, there is a unique spinorial irrep which is of special interest since it can be considered as a model for a "deformable quark." ${ }^{10}$

The present paper has as its purpose the investigation of all possible couplings of these self-conjugate multiplicity-
free irreps among themselves, preserving $\overline{\operatorname{SL}(3, R)}$ symmetry and ascribing to these irreps both bosonic and fermionic symmetry character. These results-which are discussed in detail in Sec. 2-have one surprising aspect: it is not possible to couple, pairwise, any finite number of self-conjugate multi-plicity-free irreps to produce a multiplicity-free irrep lying in the continuum. ${ }^{11}$ We prove this by direct construction in Sec. 2 and by a more elegant argument in Sec. 3.

Let us indicate briefly the importance of $\overline{\operatorname{SL}(3, R)}$ in nuclear structure physics. The group $\operatorname{SL}(3, R)$, is, by definition, the group of rotations and volume-preserving deformations in three-dimensional space. Since it is known ${ }^{12}$ that nuclear forces tend strongly to conserve nuclear volume, but no nuclear shape, the group SL( $3, R$ )should accordingly be a useful approximate description of rotations and vibrations (below the onset of breathing modes, say). (This view was originally suggested in Ref. 1 and applied in Ref. 2.) Since the group $\operatorname{SL}(3, R)$ is noncompact, this approximate descrip-

[^0]tion of nuclear structure leads to rotational bands that are nonterminating, in sharp contrast to the terminating band structure of the Elliot model [SU(3)]. In a sense both $\operatorname{SL}(3, R)$ and $\mathrm{SU}(3)$ deal with the same (shell model) harmonic oscillator structure, but organize the levels differently. In SL $(3, R)$ all levels (in the three-dimensional harmonic oscillator) having a given angular momentum are organized into coherent (continuum) states. Unlike Elliot SU(3), which is its own covering group, the covering $\overline{\mathrm{SL}(3, R)}$ (double covering) can, however, possess spinors. This makes possible models in which spin can be viewed as intrinsic.

Extensions of the $\overline{\operatorname{SL}(3, R)}$ symmetry to include volume changes have been discussed in Refs. 3 and 4 (for nuclear physics).

It would appear from this discussion that $\overline{\operatorname{SL}(3, R)}$ symmetry is heuristic, and not fundamental to nuclear structure. It has been shown recently, ${ }^{5}$ however, that the collective motion of any (nonrelativistic) many-particle system necessarily includes, besides the angular momentum, a vortex angular momentum which together with the three intrinsic collective momenta generate $\operatorname{GL}(3, R) \supset \mathrm{SL}(3, R)$. It follows that these symmetries are indeed more fundamental than hitherto expected; whether or not the nuclear spectra actually display this symmetry becomes a particularity of specific nuclear forces.

The introduction of $\operatorname{SL}(3, R)$ as a fundamental symmetry of hadronic matter was first proposed in Ref. 1. The motivation for this proposal lies in the Regge band structure where the hadrons (having specified parity and flavor quantum numbers) are found to lie on approximately linear trajectories ( $M^{2} \propto$ spin) having spin $J, J+2, J+4, \cdots$. Irreps of SL( $3, R$ ) with such band structure were given in Ref. 1; the generalization to $\overline{\operatorname{SL}(3, R)}$ was given in Ref. 13. The unique self-conjugate multiplicity-free spinor irrep (the quarkel) was first found by Joseph, ${ }^{14}$ and independently by Weaver. ${ }^{15,16}$ The proper embedding of the quarkel as a quantal Regge band in a fully explicit relativistic Poincaré-covariant structure was demonstrated in Ref. 17.

The importance of the unique spinorial irrep for mathematical physics was only recently pointed out in a paper by Ne'eman ${ }^{7}$ (correcting, incidentally, a misinterpretation of a result of Cartan). For the generalization of the Poincaré relativistic symmetry to affine relativity ${ }^{8}$ the quarkel irrep serves as a global spinor.

Despite the brevity of the above sketch, it should be clear that $\overline{\operatorname{SL}(3, R)}$, and the quarkel in particular, have a valid claim of being fundamental. If this is accepted-and the occurrence of $\overline{\operatorname{SL}(3, R)}$ symmetry in so many distinct branches of physics supports this view-then it is of importance to investigate in detail how to implement $\overline{\operatorname{SL}(3, R)}$ symmetry-preserving couplings. It is natural to consider, for example, models in which a collection of fermion quarkels interact to produce a sort of "fluid," very much like a shell structure in nuclear physics but in which (unlike, say, the $f_{7 / 2}$ shell) the shell structure can accommodate unlimitedly many fermions (see Sec. 3).

The first step in such a program is to determine the possible couplings which preserve the symmetry. This is accomplished in the next section.

## 2. EXPLICIT CALCULATIONS

## A. Resume of the Lie algebra of $\operatorname{SL}(3, R)$

Both $\operatorname{SL}(3, R)$ and its covering group $\operatorname{SL}(3, R)$ have eight infinitesimal generators, usually chosen in such a way that three of them are generators of $\mathrm{SO}(3)$, the maximal compact subgroup of $\operatorname{SL}(3, R)$, while the remaining five are the components of a quadrupole operator. Written in a normalized spherical basis, the commutation relations satisfied by these generators are:

$$
\begin{align*}
& {\left[J_{i}, J_{\lambda 1}\right]= \pm J_{ \pm 1}, \quad\left[J_{+1}, J_{-1}\right]=-J_{0}} \\
& {\left[J_{ \pm 1}, T_{m}\right]=\mp\left[3-\frac{1}{2} m(m+1)\right]^{1 / 2} T_{m \pm 1}} \\
& m=0, \pm 1, \pm 2, \quad\left[T_{+2}, T_{-2}\right]=-4 J_{0} \tag{2.1}
\end{align*}
$$

These commutation relations given above constitute a minimal set of commutation relations; the remaining ones are obtained combining properly Eqs. (2.1). In doing so, one obtains the formulas

$$
\begin{align*}
& {\left[J_{0}, T_{m}\right]=m T_{m}, \quad m=0, \pm 1, \pm 2}  \tag{2.2}\\
& {\left[T_{m}, T_{m^{\prime}}\right]=-\sqrt{10}<2 m 2 m^{\prime} \mid 1 m+m^{\prime}>J_{m+m^{\prime}}}
\end{align*}
$$

Defining

$$
\begin{align*}
T^{2}= & \sum_{m}(-)^{m} T_{m} T_{-m} \\
J J T= & -\sqrt{3 / 35} \sum_{m_{1} m_{2}}(-)^{m_{1}+m_{2}} \\
& \times\left\langle 1 m_{1} 1 m_{2} \mid 2 m_{1}+m_{2}\right\rangle J_{m_{1}} J_{m_{2}} T_{-m_{1}-m_{2}}  \tag{2.3}\\
T^{3}= & \frac{3}{\sqrt{5}} \sum_{m_{2} m_{2}}(-)^{m_{1}+m_{2}} \\
& \times\left\langle 2 m_{1} 2 m_{2} \mid 2 m_{1}+m_{2}\right\rangle T_{m_{1}} T_{m_{2}} T_{-m_{1}-m_{2}}
\end{align*}
$$

it can be verified that the operators

$$
\begin{equation*}
\mathscr{I}_{2}=\frac{1}{12}\left(J^{2}-\frac{1}{2} T^{2}\right), \quad \mathscr{I}_{3}=\frac{i}{24}\left(J J T+\frac{1}{3} T^{3}\right), \tag{2.4}
\end{equation*}
$$

are Casimir invariants of $\operatorname{SL}(3, R)$.
To find irreps of $\overline{\mathrm{SL}(3, R)}$ in the chain $\overline{\mathrm{SL}(3, R)}$ $\supset \mathrm{SU}(2) \supset \mathrm{U}(1)$, one first writes the basis states as $\langle p, q ; J m\rangle$, where $p, q$ labels the irrep of $\overline{\mathrm{SL}(3, R)}$ one is dealing with while $J$ and $M$ are internal quantum labels related to the angular momentum and its $z$ projection. The matrix elements of the operators $J_{m}$ have their usual expressions. For the matrix elements of the $T_{m}$ operators one exploits their irreducible tensorial character relative to $\mathrm{SU}(2)$ to write

$$
\begin{align*}
& \left\langle p, q ; J^{\prime} M\right| T_{m}|p, q ; J M\rangle \\
& \quad=\frac{\left.\left\langle p, q ; J^{\prime}\right| T| | p, q ; J\right\rangle}{\sqrt{2 J^{\prime}+1}}\left\langle J M 2 m \mid J^{\prime} m^{\prime}\right\rangle \tag{2.5}
\end{align*}
$$

Now, using Eqs. (2.2), the recoupling relation ${ }^{18}$

$$
\begin{align*}
& \langle a \alpha b \beta \mid e \alpha+\beta\rangle\langle e \alpha+\beta d \delta \mid c \gamma\rangle \\
& =\sum_{f} \sqrt{(2 e 12)(2 f+1)\langle b \beta d \delta \mid f \beta+\delta\rangle} \\
& \quad \times\langle a \alpha f \beta+\delta \mid c \gamma\rangle W(a b c d ; e f), \tag{2.6}
\end{align*}
$$

and the unitarity condition

$$
\begin{equation*}
\left\langle p, q ; J^{\prime}\|T\| p, q ; J\right\rangle=(-)^{J^{\prime}-J}\left\langle p, q ; J\|T\| p, q ; J^{\prime}\right\rangle \tag{2.7}
\end{equation*}
$$

one finds a set of equations relating the reduced matrix elements $\left\langle p, q ; J\|T\| p, q ; J^{\prime}\right\rangle$. These equations can easily be solved in the case of irreps such that the matrix elements with $\left|J^{\prime}-J\right|=1$ vanish identically. For those irreps one obtains ${ }^{2}$ :

$$
\begin{equation*}
\langle p, q ; J\|T\| p, q, J\rangle=\eta\left(\frac{(2 J)(2 J+1)(2 J+2)}{6(2 J-1)(2 J+3)}\right)^{1 / 2} \tag{2.8}
\end{equation*}
$$

$|\langle p, q ; J\|T\| p, q ; J+2\rangle|^{2}$

$$
\begin{equation*}
=\frac{1}{4}(2 J)(2 J-1)(2 J-2)\left(1+\frac{\eta^{2}}{(2 J-1)^{2}}\right), \tag{2.9}
\end{equation*}
$$

where $\eta$ is any real number and $J$ can assume the values contained in any one of the following three sets:

$$
\begin{align*}
& (\alpha): J=\frac{1}{2}, \frac{5}{2}, \frac{9}{2}, \cdots \text { (with } \eta=0 \text { only) } \\
& (\beta): J=0,2,4, \cdots  \tag{2.10}\\
& (\gamma): J=1,3,5, \cdots
\end{align*}
$$

Since we have chosen $\langle J \pm 1\|T\| J\rangle=0$, Eqs. (2.10) tell us that one has found three irreps. From (2.8) and (2.9) it follows that for these irreps the Casimir invariants (2.4) assume the values

$$
\begin{equation*}
\mathscr{F}_{2}=-\frac{1}{4}-\frac{\eta^{2}}{36}, \quad \mathscr{F}_{3}=\frac{\eta^{3 i}}{9 \sqrt{105}} \tag{2.11}
\end{equation*}
$$

Since under conjugation $\eta$ goes to $-\eta$, the discrete irreps (2.10) with $\eta=0$ are self-conjugate. The three self-conjugate irreps have the same values for the invariants $\left(\mathscr{F}_{2}=\frac{1}{4}, \mathscr{F}_{3}=0\right)$ and are distinguished by the labels $(\alpha),(\beta)$, $(\gamma)$ denoting the spin content. ${ }^{19}$ For this reason the states of these irreps will be denoted in the following by $|\eta, \mu ; J M\rangle$, where $\mu$ can be $(\alpha)$ with $\eta=0$, or $(\beta),(\gamma)$, with $\eta=0, \neq 0$.

## B. Realization of the $\overline{\mathbf{S L}(3, R)}$ generators by the Jordan-Schwinger map

Let $b_{J M}$ be the fermion (or boson) creation operator of the state $|0, \mu ; J M\rangle$ of any of the irreps (2.10) with $\eta=0$ and $\bar{b}_{J M}$ the corresponding fermion (or boson) annihilation operator. It is well known that the one-body operators

$$
\begin{equation*}
\mathscr{X}_{i}=\sum_{J J^{\prime} M^{\prime}}\left\langle 0, \mu ; J^{\prime} M^{\prime}\right| X_{i}|0, \mu ; J M\rangle b_{J^{\prime} M^{\prime}}, \bar{b}_{J M} \tag{2.12}
\end{equation*}
$$

satisfy the same commutation relations as the generators $X_{i}$ themselves ("Jordan-Schwinger mapping"). Therefore, the onebody operators

$$
\begin{align*}
& \mathscr{J}_{m}=\sum_{\mathcal{J M}^{\prime}}\langle 0, \mu ; J M+m| J_{m}|0, \mu ; J M\rangle b_{J M+m} \bar{b}_{J M}, \quad m=0, \pm 1,  \tag{2.13}\\
& \mathscr{J}_{m}=\sum_{J \mathcal{M}_{J} \cdot}\left\langle 0, \mu ; J^{\prime} M+m\right| T_{m}|0, \mu ; J M\rangle b_{J^{\prime} M}+m \bar{b}_{J M}, \quad m=0, \pm 1, \pm 2, \tag{2.14}
\end{align*}
$$

provide a realization ${ }^{20}$ of the $\overline{\operatorname{SL}(3, R)}$ generators.
We now try to realize a generic state $|\eta, \mu ; J M\rangle$ of any irrep of type (2.10) as a two-body operator acting on the vaccum, i.e.,

$$
\begin{equation*}
|\eta, \mu ; J M\rangle=\mathcal{O}_{J M}^{(\eta \mu)}|0\rangle \tag{2.15}
\end{equation*}
$$

Taking $\mathscr{O}_{M M}^{(\eta, \mu)}$ to be

$$
\begin{equation*}
\mathscr{O}_{J M}^{\left(\eta_{M}\right)}=\sum_{J_{, M,}, M_{i}} A_{J, M_{J} M_{i}}^{(J, M)} b_{J M} b_{J, M}, \tag{2.16}
\end{equation*}
$$

one sees that in order that the realizations $X_{i}$ of the generators have in the basis (2.15) the same matrix elements as the $X_{i}$ in an abstract basis $|\eta, \mu ; J M\rangle$, it is necessary and sufficient that the following commutation relations hold

$$
\begin{equation*}
\left[\mathscr{P}_{;}, O_{J M}^{(\eta, \mu)}\right]=\sum_{J M}\left\langle\eta, \mu ; J^{\prime} M^{\prime}\right| X_{i}|\eta, \mu ; J M\rangle \mathscr{O}_{J J^{\prime}}^{\left(\eta, M^{\prime}\right)} \tag{2.17}
\end{equation*}
$$

By angular momentum theory, it follows that the operators

$$
\begin{equation*}
\mathscr{O}_{M_{M}}^{\left(\mu_{M}\right)}=\sum_{J_{2}} f_{J_{1} J_{2}}^{J} \sum_{M_{1} M_{2}}\left\langle J_{1} M_{1} J_{2} M_{2} \mid J M\right\rangle b_{J, M_{1}} b_{J_{M} M_{2}} \tag{2.18}
\end{equation*}
$$

satisfy Eq. (2.17) for $\mathscr{X}_{i}=\mathscr{J}_{11}, \mathscr{J}_{0}, \mathscr{J}_{-1}$, irrespective of the values of the constants $f$. For $\mathscr{X}_{i}=\mathscr{T}_{m}(m=0, \pm 1, \pm 2)$, Eq. (2.17) imposes some constraints on the constants $f$.

In order to find those constraints, one starts by first evaluating the commutator of $\mathscr{V}_{m}$ by $\mathcal{C}_{M M}^{\eta, \mu)}$. Using Eqs. (2.14), (2.18), (2.6), and (2.7) one finds

$$
\begin{align*}
& {\left[\mathscr{T}_{m} \mathscr{O}_{M M}^{(\eta, M)}\right] \sum_{J M J_{M} f}(-)^{\left.J_{1}+J_{2}+J_{\left\langle J_{1} M_{1} J_{2} M_{2}\right| f M}+m\right\rangle\langle J M 2 m \mid f M+m\rangle \sqrt{(2 f+)}}} \\
& \times\left(f_{J_{1}-2 J_{i}}^{J}\right)\left[\left(2 J_{1}-2\right)\left(2 J_{1}-1\right)\left(2 J_{1}\right)\right]^{1 / 2}\left\{\begin{array}{ccc}
J_{2} & J & J_{1}-2 \\
2 & J_{1} & f
\end{array}\right\}+f_{J_{1}+2 J_{2}}^{J}\left[\left(2 J_{1}+2\right)\right. \\
& \left.\left.\times\left(2 J_{1}+3\right)\left(2 J_{1}+4\right)\right]^{1 / 2}\left\{\begin{array}{ccc}
J_{2} & J & J_{1}+2 \\
2 & J_{1} & f
\end{array}\right\}\right) b_{J_{1} M_{1}} b_{J_{3} M} . \tag{2.19}
\end{align*}
$$

Equating this expression to the RHS of Eq. (2.17) and using the linear independence of the set $\left\{b_{J_{1} M_{1}} b_{J_{2} M_{2}}\right.$ with $J_{1} \neq J_{2}$; $b_{J_{1}, M_{1}} b_{J_{1, ~}}$ with $\left.M_{1} \neq M_{2}\right\}$ one obtains

$$
\begin{align*}
& f_{J_{1}-2 J_{2}}^{J}\left[\left(2 J_{1}-2\right)\left(2 J_{1}-1\right)\left(2 J_{1}\right)\right]^{1 / 2}\left\{\begin{array}{lll}
J_{2} & J & J_{1}-2 \\
2 & J_{1} & J+\alpha
\end{array}\right\} f_{J_{1}+2 J_{1}}^{J}\left[\left(2 J_{1}+2\right)\left(2 J_{1}+3\right)\left(2 J_{1}+4\right)\right]^{1 / 2} \\
& \times\left\{\begin{array}{lll}
J_{2} & J & J_{1}+2 \\
2 & J_{1} & J+\alpha
\end{array}\right\}+(-)^{\alpha}+f_{J_{J^{\prime}}-2}^{J}\left[\left(2 J_{2}-2\right)\left(2 J_{2}-1\right)\left(2 J_{2}\right)\right]^{1 / 2}\left\{\begin{array}{lll}
J_{1} & J & J_{2}-2 \\
2 & J_{2} & J+\alpha
\end{array}\right\} \\
&+(-)^{\alpha} f_{J_{1} J_{2}+2}^{J}\left[\left(2 J_{2}+2\right)\left(2 J_{2}+3\right)\left(2 J_{2}+4\right)\right]^{1 / 2}\left[\begin{array}{lll}
J_{1} & J & J_{2}+2 \\
2 & J_{2} & J+\alpha
\end{array}\right\} \\
&=(-)^{J_{1}+J_{2}+J_{A} A\left(J_{1}, J_{2}, J, \alpha\right), \quad \text { for } \alpha=0, \pm 1, \pm 2,} \tag{2.20}
\end{align*}
$$

where

$$
\begin{aligned}
& A\left(J_{1}, J_{2}, J, 2\right)=\left(\frac{(2 J+2)(2 J+3)(2 J+4)}{(2 J+1)(2 J+5)}\right)^{1 / 2}\left(1+\frac{\eta^{2}}{(2 J+3)^{2}}\right)^{1 / 2} \Delta\left(J_{1} J_{2} J+2\right) f_{J_{1} J_{2}}^{J}, \\
& A\left(J_{1}, J_{2}, J,-2\right)=\left(\frac{(2 J-2)(2 J-1)(2 J)}{(2 J+3)(2 J-3)}\right)^{1 / 2}\left(1+\frac{\eta^{2}}{(2 J-1)^{2}}\right)^{1 / 2} \Delta\left(J_{1} J_{2} J-2\right) f_{J}^{J} J_{2}^{-2},
\end{aligned}
$$

$$
\begin{align*}
& A\left(J_{1}, J_{2}, J, 0\right)=\left(\frac{(2 J)(2 J+2)(2 J)}{3(2 J-1)(2 J+1)(2 J+2)}\right)^{1 / 2} \eta \Delta\left(J_{1} J_{2} J\right) f_{J_{1}, J_{2}}^{J}, \\
& A\left(J_{1}, J_{2}, J, \pm 1\right)=0, \tag{2.21}
\end{align*}
$$

and $\Delta\left(J_{1} J_{2} J_{3}\right)$ is equal to 1 when the three angular momenta $J_{1}, J_{2}$, and $J_{3}$ satisfy the triangularity relations, being zero otherwise.

The next step is to substitute in Eqs. (2.20) the explicit expressions of the $6-j$ symbols and try to solve the resulting set of equations in the unknown $f$ 's. Before doing that let us briefly examine which irreps of type (2.10) are expected to be realized in this way.

Since $J_{1}$ and $J_{2}$ are both integers or half-integers, $J$ can assume only integer values; this excludes the irreps (2.10) of type ( $\alpha$ ).
 which, in turn, implies [by Eqs. (2.20)] that $\mathscr{C}_{J M}^{(\eta, \gamma)}$ with odd values of $J$ also vanish identically, thereby excluding irreps of type $(\gamma)$. Concerning irreps of type $(\beta)$, only those with $\eta=0$ are realizable as can be seen by the arguments presented in the next subsection.

When the $b$ 's are boson operators, one has $f_{J_{1} J_{2}}^{J}=(-)^{J_{1}+J_{2}-J_{J_{J},}^{J} \text { and consequently } f_{J_{J} J_{1}}^{1}=0 \text { which implies, as seen }}$ above, that the $\mathscr{C}_{j M}^{(\eta, \gamma)}$ of the irreps of type $(\gamma)$ vanish identically. For the irreps of type $(\beta)$ one has the same situation as that when the $b$ 's were fermion operators.

Since not all irreps of type (2.10) can be realized by (2.18), it is instructive to examine which irreps can be obtained by coupling two kinematically independent self-conjugate (i.e., $\eta=0$ ) irreps (2.10).

## C. The reduction of the direct product of two self-conjugate multiplicity-free irreps of $\overline{\operatorname{SL}(3, R)}$

Let us consider the linear combinations of basis states of two self-conjugate irreps of type (2.10):

$$
\begin{equation*}
\left.\left|\eta, \mu_{3} ; J M\right\rangle=\sum_{J_{1} M_{1} J_{2} M_{2}} f_{J_{1} J_{2}}^{J}\left\langle J_{1} M_{1} J_{2} M_{2} \mid J M\right\rangle 0, \mu ; J_{1} M_{1}\right\rangle\left|0, \mu_{2} ; J_{2} M_{2}\right\rangle, \tag{2.22}
\end{equation*}
$$

such that under the action of the generators of $\overline{\operatorname{SL}(3, R)}$ they transform like the basis states of an irrep $\left[\eta, \mu_{3}\right]$ of type (2.10). That is, they must satisfy:

$$
\begin{align*}
& \left(J_{m}\right)_{\mathrm{total} \mid}\left|\eta, \mu_{3} ; J M\right\rangle=\left\langle\eta, \psi_{3} ; J M+m\right| J_{m}\left|\eta, \mu_{3} ; J M\right\rangle\left|\eta, \mu_{3} ; J M+m\right\rangle  \tag{2.23}\\
& \left(T_{m}\right)_{\mathrm{total}}\left|\eta, \mu_{3} ; J M\right\rangle=\sum_{=0, \pm 2}\left\langle\eta, \mu_{3} ; J+\alpha M+m\right| T_{m}\left|\eta, \mu_{3} ; J M\right\rangle\left|\eta, \mu_{3} ; J M\right\rangle\left|\eta, \mu_{3} ; J+\alpha M+m\right\rangle \tag{2.24}
\end{align*}
$$

where $(X)_{\text {total }}=X_{(1)} \otimes 1_{(2)}+\mathbb{1}_{(1)} \otimes X_{(2)}$, as usual. Since the Clebsch-Gordan coefficient in (2.22) vanishes if the $J$ 's do not satisfy the triangularity conditions, one may assume, without losing generality, that $f_{J_{1} J_{2}}^{J}=0$ when $\Delta\left(J_{1} J_{2} J_{3}\right)=0$.

Equation (2.23) is automatically satisfied due to the $\left(J_{1}\right) \otimes\left(J_{2}\right) \rightarrow(J)$ coupling existing in the definition (2.22). On the other hand, Eq. (2.24), by the use of Eqs. (2.5) and (2.6), implies that the $f$ 's must satisfy Eqs. (2.20) but now with no symmetry condition since $\left|0, \mu_{1} ; J M_{1} M_{1}\right\rangle$ and $\left|0, \mu_{2} ; J_{2} M_{2}\right\rangle$ are kinematically independent.

The structure of Eqs. (2.20) allows one to prove that only the irreps $\left[0, \mu_{3}\right]$ can be obtained by Eq. (2.22); i.e., only the irreps with $\eta=0$ are present in the multiplicity-free part of the reduction of $\left[0, \mu_{1}\right] \otimes\left[0, \mu_{2}\right]$. In order to prove this claim one has to examine the nine possibilities (see Table I) that one would expect for $\mu_{3}$ in Eq. (2.22) by considering only the angular momentum content of $\left[0, \mu_{1}\right]$ and $\left[0, \mu_{2}\right]$.

Consider $\mu_{3}=(\beta)$. To obtain $J=0$ one must have $J_{1}=J_{2}$ which implies $\mu_{1}=\mu_{2}$. Taking $J=0$ and $\alpha=2$ in Eqs. (2.20), the LHS vanishes by the triangularity conditions while the RHS gives $f_{J_{,}, J_{1}}^{2}$ multiplied by a nonzero number. Therefore, $f_{J_{1}, J_{1}}^{2}$ must be zero. Now take $J=2, J_{2}=J_{1} \pm 2$, and $\alpha=0$ in Eq. (2.20). Two of the $f$ 's in the LHS vanish by triangularity while the other two vanish because they are of the form $f_{J_{1} J_{1} \text {. On }}^{2}$. the other hand, for $\eta \neq 0$, the RHS of this equation gives $f_{J_{1} J_{1} \pm 2}^{2}$ multiplied by nonzero number, which implies $f_{J_{1} J_{1} \pm 2}^{2}=0$. Since $\mu_{1}=\mu_{2}$, the only $J_{2}$ 's that can be coupled to $J_{1}$ to give $J=2$ $\operatorname{are} J_{2}=J_{1}, J_{1} \pm 2$. One concludes then that $|\eta \neq 0,(\beta) ; 00\rangle$ given by Eq. (2.22) vanishes identically and, by Eqs. (2.20), the same occurs for all $|\eta \neq 0,(\beta) ; J M\rangle$. This proves that our claim is true for the possibilities 1,5 , and 7 of Table I . Similar arguments can be used to show that the claim is true for the remaining possibilities.

Now that we have proven that the irreps $[\eta \neq 0, \mu]$ are not present in the reduction of $\left[0, \mu_{1}\right] \otimes\left[0, \mu_{2}\right]$, let us find the coefficients $f$ in Eq. (2.22) that make the reduction $\left[0, \mu_{1}\right] \otimes\left[0, \mu_{2}\right] \rightarrow\left[0, \mu_{3}\right]$. Substituting in Eqs. (2.20) the explicit expressions of the $6-j$ symbols ${ }^{21}$ and putting $\eta=0$, one obtains the following set of equations:
$f_{J_{1}=2 J}^{\prime}\left(\frac{s(s+1)(s+2)(s+3)(u-1) u(u+1)(u+2)}{\left(2 J_{1}-3\right)\left(2 J_{1}+1\right)}\right)^{1 / 2}+f_{J_{1}+2 J_{2}}^{J}\left(\frac{(v-1) v(v+1)(v+2)(t-1) t(t+1)(t+2)}{\left(2 J_{1}+1\left(2 J_{1}+5\right)\right.}\right)^{1 / 2}$

$$
\begin{align*}
& +f_{J_{1} J_{1}-2}^{J}\left(\frac{s(s+1)(s+2)(s+3)(t-1) t(t+1)(t+2)}{\left(2 J_{2}-3\right)\left(2 J_{2}+1\right)}\right)^{1 / 2}+f_{J_{1} J_{2}+2}^{J}\left(\frac{(v-1) v(v+1)(v+2)(u-1) u(u+1)(u+2)}{\left(2 J_{2}+1\right)\left(2 J_{2}+5\right)}\right)^{1 / 2} \\
& =(2 J+2)(2 J+3)(2 J+4) f_{J_{J} J_{2}}^{J_{2}} \text { only for } \Delta\left(J_{1} J_{2} J+2\right)=1 \text {; }  \tag{2.25}\\
& -f_{J_{1}-2 J_{2}}^{J}\left(\frac{s(s+1)(s+2)(t+2)(u-1) u(u+1)(v-1)}{\left(2 J_{1}-3\right)\left(2 J_{1}+1\right)}\right)^{1 / 2}+f_{J_{1}+2 J_{1}}^{J}\left(\frac{(s+3)(t-1) t(t+1)(u+2) v(v+1)(v+2)}{\left(2 J_{1}+1\right)\left(2 J_{1}+5\right)}\right)^{1 / 2} \\
& +f_{J_{1} J_{2}-2}^{J}\left(\frac{s(s+1)(s+2)(t-1) t(t+1)(u+2)(v-1)}{\left(2 J_{2}-3\right)\left(2 J_{2}+1\right)}\right)^{1 / 2}-f_{J_{J} J_{2}+2}^{J}\left(\frac{(s+3)(t+2)(u-1) u(u+1) v(v+1)(v+2)}{\left(2 J_{2}+1\right)\left(2 J_{2}+5\right)}\right)^{1 / 2} \\
& =0 \text { only for } \Delta\left(J_{1} J_{2} J+1\right)=1 \text {; }  \tag{2.26}\\
& f_{J_{1}-2 J_{3}}^{J}\left(\frac{s(s+1)(t+1)(t+2)(u-1) u(v-1) v}{\left(2 J_{1}-3\right)\left(2 J_{1}+1\right)}\right)^{1 / 2}+f_{J_{1}+2 J_{2}}^{J}\left(\frac{(s+2)(s+3)(t-1) t(u+1)(u+2)(v+1)(v+2)}{\left(2 J_{1}+5\right)\left(2 J_{1}+1\right)}\right)^{1 / 2} \\
& +f_{J_{, ~} J_{2}-2}^{J}\left(\frac{s(s+1)(t-1) t(u+1)(u+2)(v-1) v}{\left(2 J_{2}-3\right)\left(2 J_{2}+1\right)}\right)^{1 / 2}+f_{J_{,} J_{2}+2}^{J}\left(\frac{(s+2)(s+3)(t+1)(t+2)(u-1) u(v+1)(v+2)}{\left(2 J_{2}+5\right)\left(2 J_{2}+1\right)}\right)^{1 / 2} \\
& =0 \text { only for } \Delta\left(J_{1} J_{2} J\right)=1 \text {; }  \tag{2.27}\\
& -f_{J_{1}-2 J_{2}}^{J}\left(\frac{s t(t+1)(t+2)(u-1)(v-1) v(v+1)}{\left(2 J_{1}-3\right)\left(2 J_{1}+1\right)}\right)^{1 / 2}+f_{J_{1}+2 J_{1}}^{J}\left(\frac{(s+1)(s+2)(s+3)(t-1) u(u+1)(u+2)(v+2)}{\left(2 J_{1}+5\right)\left(2 J_{1}+1\right)}\right)^{1 / 2} \\
& +f_{J_{1} J_{2}-2}^{J}\left(\frac{s(t-1) u(u+1)(u+2)(v-1) v(v+1)}{\left(2 J_{2}-3\right)\left(2 J_{2}-1\right)}\right)^{1 / 2} \\
& -f_{J_{1} J_{2}+2}^{J}\left(\frac{(s+1)(s+2)(s+3) t(t+1)(t+2)(u-1)(v+2)}{\left(2 J_{2}+5\right)\left(2 J_{2}+1\right)}\right)^{1 / 2}=0 \text { only for } \Delta\left(J_{1} J_{2} J-1\right)=1 \text {; } \\
& f_{J_{1}-2 J_{2}}^{J}\left(\frac{(t-1) t(t+1)(t+2)(v-1) v(v+1)(v+2)}{\left(2 J_{1}-3\right)\left(2 J_{1}+1\right)}\right)^{1 / 2}+f_{J_{1}+2 J_{2}}^{J}\left(\frac{s(s+1)(s+2)(s+3)(u-1) u(u+1)(u+2)}{\left(2 J_{1}+5\right)\left(2 J_{1}+1\right)}\right)^{1 / 2} \\
& +f_{J_{1} J_{2}-2}^{J}\left(\frac{(u-1) u(u+1)(u+2)(v-1) v(v+1)(v+2)}{\left(2 J_{2}-3\right)\left(2 J_{2}+1\right)}\right)^{1 / 2}+f_{J_{1} J_{2}+2}^{J}\left(\frac{s(s+1)(s+2)(s+3)(t-1) t(t+1)(t+2)}{\left(2 J_{2}+5\right)\left(2 J_{2}+1\right)}\right)^{1 / 2} \\
& =(2 J-2)(2 J-1)(2 J) f f_{J}^{J} J_{2}^{2} \text { only for } \Delta\left(J_{1} J_{2} J-2\right)=1 \text {; } \tag{2.29}
\end{align*}
$$

where

$$
\begin{equation*}
s=J_{1}+J_{2}+J, \quad t=-J_{1}+J_{2}+J, \quad u=J_{1}-J_{2}+J, \quad v=J_{1}+J_{2}-J . \tag{2.30}
\end{equation*}
$$

If one fixes $\mu_{1}, \mu_{2}$, and $\mu_{3}$, these equations allow one to determine, up to a multiplicative constant, all the $f_{J_{1, ~}, ~ f o r ~}^{J}$ $J=J_{0}, J_{0}+2, J_{0}+4, \cdots$, where $J_{0}$ is the minimum value of $J$. For instance, when $\mu_{1}=\mu_{2}$ and $\mu_{3}=(\beta)$, one obtains
$f_{J J}^{0}=\lambda(-)^{\left(J-J_{0} / 2 / 2\right.} \frac{(2 J-2)!^{4}}{(2 J)!^{4}}(2 J+1)^{1 / 2}, \quad f_{J J}^{2}=0$,
$f_{J J+2}^{2}=f_{J+2 J J}^{2}=\lambda(-)^{\left(J-J_{0}\right) / 2} \frac{(2 J-2))^{4}}{(2 J)!^{4}}\left(\frac{(2 J+2)(2 J+3)}{6(2 J+4)}\right)^{1 / 2}$,
$f_{J J}^{4}=\lambda(-)^{\left(J-J_{0} / 2\right.} \frac{2 J-2)!^{4}}{(2 J)!^{4}}\left(\frac{(2 J+3)(2 J+2)(2 J+1)(2 J)(2 J-1)}{(2 J+5)(2 J+4)(2 J-3)(2 J-2)}\right)^{1 / 2}, \quad f_{J J+2}^{4}=f_{J+2 J}^{4}=0$,
$f_{J J+4}^{4}=f_{J+4}^{4}=\lambda(-)^{\left(J-J_{0} / 2\right.} \frac{2 J-2)!^{4}}{(2 J)!^{4}}\left(\frac{5(2 J+7)(2 J+6)(2 J+3)(2 J+2)}{56(2 J+8)(2 J+5)(2 J+4)}\right)^{1 / 2}$,
where ${ }^{22}$

$$
n^{4^{4}=\{ }\left\{\begin{array}{c}
n(n-4)(n-8), \ldots\left\{\begin{array}{l}
4 \\
3 \\
2, \\
1
\end{array} \quad \text { for } n=1,2,3, \ldots,\right. \\
1
\end{array} \quad \text { for } n=0,-1,-2, \ldots .\right.
$$

Obtaining all the $f_{J_{,} J_{2}}^{J}$ for the first values of $J$, for the eight possibilities of Table I , one observes that all of them fit into the general formula:
$f_{J_{I,}}^{J}=\lambda(-)^{\left(v-2 J_{2}\right) / 4}\left(\frac{\left.\left.(s-1)!^{4}(s-2)!^{4}(t-3)!^{4}(t-2)!^{4}(u-3)\right)^{4}(u-2)!^{4}(v-2)!^{4}(v-3)\right)^{4}\left(2 J_{1}+1\right)\left(2 J_{2}+1\right)}{s^{4}(s+1)!^{4}(t-1)!^{4} t!^{4}(u-1)!^{4}(v-1)!^{4}!^{4}}\right)^{1 / 2}$
for $\left(v-2 J_{0}\right) / 4=$ integer,
$f_{J_{1} J_{2}}^{J}=0$, for $\left(v-2 J_{0}\right) / 4=$ not integer,
where $J_{0}$ is the minimum value of $J$ in $\left[0, \mu_{3}\right]$.
The case $[0,(\beta)] \otimes[0,(\gamma)] \rightarrow[0,(\gamma)]$, although expected by angular momentum coupling, is not realized. When one solves Eqs. (2.25)-(2.29) for $J=1$ and 3 one finds $f_{J J+1}^{1}=f_{J+1 J}^{1}=0$. Since, in this case, the only $J_{2}$ that one can be coupled to $J_{1}$ to give $J=1$ are $J_{2}=J_{1} \pm 1$, one concludes that $|0,(\gamma) ; 1 M\rangle=0$ and consequently all $|0,(\gamma) ; J M\rangle$ vanish identically.

The proof that Eq. (2.33) is the general answer goes by induction on $J$. It is true for $J=J_{0}, J_{0}+2, J_{0}+4$. Equation (2.25) gives us $f_{J_{1} J_{21}}^{J+2}$ in terms of $f_{J_{1} \pm 2 J_{2}}^{J}$ which are known by the induction hypothesis. Using those values given (2.33) one sees that the result obtained for $f_{J_{J} J_{2}}^{J+2}$ checks with Eq. (2.33). To finish the proof one checks that the expression of $f_{J_{1} J_{2}}^{J}$ given by (2.33) satisfies Eqs. (2.26)-(2.29).

## D. Coupling of $\left[0, \mu_{1}\right]$ and $\left[0, \mu_{2}\right]$ to the identity

Since in the identity representation one has that the matrix elements of all generators are zero, one has that in (2.22), $J$ must be zero and one must have $J_{1}=J_{2}$ which implies $\mu_{1}=\mu_{2}$. For the $f_{J_{J} J_{1}}^{0}$ one obtains a set of equations which differs from the set (2.25)-(2.29) by having all the RHS equal to zero. This set of equations is easily solved giving

$$
\begin{equation*}
f_{J J}^{0}=\lambda(-)^{\left(J-J_{0}\right) / 2}[(2 J+1)(2 J-1)]^{1 / 2}, \tag{2.34}
\end{equation*}
$$

where $\lambda$ is an arbitrary constant and $J_{0}$ is the minimum of $J$ of irrep $[0, \mu]$.

## 3. CONCLUDING REMARKS

The most surprising result found in the explicit calculations of the last section is that the self-conjugate multiplicityfree irreps do not couple to form general multiplicity-free irreps. Stated more provocatively, no matter how many quarkels are coupled together (provided the number is odd and finite) the multiplicity-free part of the result still has the spectrum of a quarkel. Such a curious property must have a more instructive proof than our previous direct calculation. We have indeed found a more elegant proof which we now present.

First recall that under conjugation the third rank invariant $\mathscr{I}_{3}$ reverses $\operatorname{sign}\left(\mathscr{C}: \mathscr{F}_{3} \rightarrow-\mathscr{F}_{3}\right.$ ), so that the self-conjugate irreps are characterized by $\mathscr{I}_{3}=0$.

Recall also that the third rank invariant is found by first coupling the generators to form the symmetric adjoint operator $\mathbf{X ~ s X}$ and then forming an invariant with $\mathbf{X}$, i.e., $\mathscr{F}_{3}=\mathbf{X} \cdot(\mathbf{X ~ s ~ X})$. [The symmetry of these products shows that $\mathscr{I}_{3}=(\mathbf{X ~ s ~ X}) \cdot \mathbf{X}$ also.]

The significant fact, which we will use in the demonstration to follow, is that for the discrete self-conjugate (multiplicity free) irreps not only does $\mathscr{I}_{3}=0$ but also the symmetric adjoint operator $\mathbf{X}$ s $\mathbf{X}$ itself vanishes identically. ${ }^{23}$

Consider now the coupling of two kinematically independent such systems, with generators $\mathbf{A}$ and $\mathbf{B}$ to form the composite generator $\mathbf{X}=\mathbf{A}+\mathbf{B}$, where it is assumed that $[\mathbf{A}, \mathbf{B}]=0$. The symmetric adjoint operator now takes the form $X$ s $X=2 A$ s $B$, since $A$ s $A=B s B=0$. Forming the invariant $\mathscr{I}_{3}$ leads to
$\mathscr{I}_{3}($ composite system $)=2(\mathbf{A}+\mathbf{B}) \cdot(\mathbf{A ~ s ~ B})$.

Using the symmetry of the dot- and $s$-product we see that $\mathbf{A} \cdot(\mathbf{A} s \mathbf{B})=(\mathbf{A} s \mathbf{A}) \cdot \mathbf{B}=0$ and similarly for the term in $\mathbf{B}$, $B \cdot(\mathbf{A} s B)=B \cdot(B$ s $\mathbf{A})=(\mathbf{B ~ s ~ B}) \cdot \mathbf{A}=0$.

We conclude that $\mathscr{I}_{3}$ (composite system) $=0$, and hence that only self-conjugate irreps can be formed in the product.

The (multiplicity-free) coupling of two quarkels thus yields only the (bosonic) irreps $[0,(\beta)]$ and $[0,(\gamma)]$. Coupling in a third quarkel then yields only the irrep [0, $(\alpha)$ ]. Although this composite irrep is indistinguishable under the group from the quarkel itself, it should be noted that-by using a quarkel-counting $\overline{\mathrm{SL}(3, R)}$ invariant operator, for exam-ple-the two systems can be distinguished. (Moreover, the structure of the composite spin $-\frac{1}{2}$ state inherently involves states with spins greater than $\frac{1}{2}$.) Coupling in more quarkel systems leads to a repetition of the couplings already found. ${ }^{24}$

Only for a system having infinitely many states is such a curious property ("stability under many-particle-coupling") possible. (See note added in proof at end of paper.) It is intriguing to observe that such an unusual structure allows a model in which the existence of new and heavier "fundamental quarks" is unnecessary to hypothesize, such structures appearing quite naturally as composites of quarkels.

TABLE I. Expected values of $\mu_{3}$ in Eq. (2.22) obtained by considering only the angular momentum content of $\left[0, \mu_{1}\right]$ and $\left[0, \mu_{2}\right]$.

| $\mu_{1}$ | $\mu_{2}$ | $\mu_{3}$ |  |
| :--- | :---: | :---: | :---: |
| $(\alpha)$ | $(\alpha)$ | $(\beta)$ | 1 |
|  |  | $(\gamma)$ | 2 |
| $(\alpha)$ | $(\beta)$ | $(\alpha)$ | 3 |
| $(\alpha)$ | $(\gamma)$ | $(\alpha)$ | 4 |
| $(\beta)$ | $(\beta)$ | $(\beta)$ | 5 |
| $(\gamma)$ | $(\gamma)$ | $(\beta)$ | 6 |
| $(\gamma)$ | $(\beta)$ | $(\gamma)$ | 7 |
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Note added in proof: Our argument is complete only under the restriction to multiplicity-free irreps in resolving the coupling. Since there exist both discrete and continuum self-conjugate irreps, which are not multiplicity free, the possibility is open that more general self-conjugate irreps might occur.
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# Comment on the Wigner 9-j symbol 
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A number of errors in the algebraic formulas of Rotenberg et al's The 3-j and 6-j Symbols have been corrected. Attention is drawn to a few other simple new algebraic relationships.

The importance of the $9-j$ symbol is well known from the work of Wigner quoted by Jahn and Hope ${ }^{2}$ and is used extensively in the atomic theory of angular momentum by Yutsis et al. ${ }^{3}$ and many others. ${ }^{4}$ It appears in the calculation of the matrix element of any double tensor when the Wigner-Eckart theorem is applied. A number of tables exist such as those of Jucys, ${ }^{5}$ Howell, ${ }^{6}$ and Landolt-Börnstein. ${ }^{7}$ Stassis and Williams ${ }^{8}$ have already corrected one of the algebraic formulae, involving a 9-j symbol, quoted in Rotenberg et al. ${ }^{9}$ In this note we will point out other errors quoted by Rotenberg et al, ${ }^{9}$ correct them, and provide a few new simple relationships.

The $9-j$ symbol (square brackets) can be expressed either in terms of $6-j$ symbols (curly brackets) or $3-j$ symbols (round brackets). Thus

$$
\begin{align*}
{\left[\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6} \\
j_{7} & j_{8} & j_{9}
\end{array}\right]=} & \sum_{j}(-1)^{2 j}(2 j+1)\left\{\begin{array}{lll}
j_{1} & j_{4} & j_{7} \\
j_{8} & j_{9} & j
\end{array}\right\}\left[\begin{array}{lll}
j_{2} & j_{5} & j_{8} \\
j_{4} & j & j_{6}
\end{array}\right]\left[\begin{array}{lll}
j_{3} & j_{6} & j_{9} \\
j & j_{1} & j_{2}
\end{array}\right]  \tag{1}\\
= & \sum_{\text {all } m}\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right)\left(\begin{array}{lll}
j_{4} & j_{5} & j_{6} \\
m_{4} & m_{5} & m_{6}
\end{array}\right)\left(\begin{array}{lll}
j_{7} & j_{8} & j_{9} \\
m_{7} & m_{8} & m_{9}
\end{array}\right)\left(\begin{array}{lll}
j_{1} & j_{4} & j_{7} \\
m_{1} & m_{4} & m_{7}
\end{array}\right)\left(\begin{array}{lll}
j_{2} & j_{5} & j_{8} \\
m_{2} & m_{5} & m_{8}
\end{array}\right) \\
& \times\left(\begin{array}{lll}
j_{3} & j_{6} & j_{9} \\
m_{3} & m_{6} & m_{9}
\end{array}\right) . \tag{2}
\end{align*}
$$

There are two major applications of the $9-j$ symbol in physics. The first is to transform a state in a $j-j$ coupling scheme to an L-S coupling, which is given by

$$
\left|\left(s_{1} l_{1}\right) j_{1}\left(s_{2} l_{2}\right) j_{2}, J M\right\rangle=\sum_{S L}\left[(2 S+1)(2 L+1)\left(2 j_{1}+1\right)\left(2 j_{2}+1\right)\right]^{1 / 2}\left[\begin{array}{lll}
s_{1} & s_{2} & S \\
l_{1} & l_{2} & L \\
j_{1} & j_{2} & J
\end{array}\right] \times\left|\left(s_{1} s_{2}\right) S\left(l_{1} l_{2}\right) L, J M\right\rangle
$$

The second important application of the $9-j$ symbols is to evaluate the reduced matrix elements of the double tensor $W^{\left(k_{1} k_{2}\right) k}$ defined by Judd. ${ }^{10}$ The latter many-electron double tensor is defined with rank $k_{1}$ in spin space and rank $k_{2}$ in orbital space, $k$ being the total rank of the tensor. The reduced matrix elements are given by

$$
\left\langle\gamma s_{1} l_{1} j_{1}\right|\left|W^{\left(k, k_{2}\right) k}\right|\left|\gamma^{\prime} s_{2} l_{2} j_{2}\right\rangle=\left[\left(2 j_{1}+1\right)\left(2 j_{2}+1\right)(2 k+1)\right]^{1 / 2} \times\left[\begin{array}{ccc}
s_{1} & l_{1} & j_{1}  \tag{3}\\
s_{2} & l_{2} & j_{2} \\
k_{1} & k_{2} & k
\end{array}\right]\left\langle\gamma s_{1} l_{1}\right|\left|\boldsymbol{W}^{\left(k, k_{2}\right)}\right|\left|\gamma^{\prime} s_{2} l_{2}\right\rangle
$$

The reduced matrix elements $\left\langle\gamma s_{1} l_{1}\right|\left|W^{\left(k, k_{2}\right)}\right|\left|\gamma^{\prime} s_{2} l_{2}\right\rangle$ has been tabulated by Nielson and Koster ${ }^{11}$ with $k_{1}=1, k_{2}=1$ for the $p^{n}, d^{n}$, and $f^{n}$ configurations. Chatterjee et al. ${ }^{12}$ have extended this tabulation for $k_{1}=1$ and $k_{2}=0$ to 6 for all these configurations.

We have re-examined the $9-j$ symbol using Eq. (2) in the light of Regge symmetry. We have found that Rotenberg (R) et al.'s Eqs. 1.11 and 1.12 are incorrect. The correct forms, obtained from Regge symmetry, are given below:

$$
\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right)=(-1)^{j_{1}+j_{2}+j_{3}}\left(\begin{array}{lll}
\frac{1}{2}\left(j_{2}+j_{3}+m_{1}\right) & \frac{1}{2}\left(j_{1}+j_{3}+m_{2}\right) & \frac{1}{2}\left(j_{1}+j_{2}+m_{3}\right) \\
j_{1}-\frac{1}{2}\left(j_{2}+j_{3}-m_{1}\right) & j_{2}-\frac{1}{2}\left(j_{1}+j_{3}-m_{2}\right) & j_{3}-\frac{1}{2}\left(j_{1}+j_{2}-m_{3}\right)
\end{array}\right)
$$

replaces Eq. 1.11 (R) and

$$
\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right)=\left(\begin{array}{lll}
j_{1} & \frac{1}{2}\left(j_{2}+j_{3}+m_{1}\right) & \frac{1}{2}\left(j_{2}+j_{3}-m_{1}\right) \\
j_{2}-j_{3} & -m_{3}-\frac{1}{2}\left(j_{2}-j_{3}+m_{1}\right) & +m_{3}-\frac{1}{2}\left(j_{2}-j_{3}-m_{1}\right)
\end{array}\right)
$$

replaces equation $1.12(\mathrm{R})$. To derive these relations, we have used the connection between a $3-j$ symbol and Regge's matrix,

[^1]then used the reflection symmetry about the major diagonal of this matrix, and converted from the new Regge matrix to a $3-j$ symbol by solving nine equations.

Rotenberg et al.'s ${ }^{1}$ Eq. (3.8) should be replaced by the following correct equation given by Kennedy et al. ${ }^{13}$ :

$$
\sum_{\substack{d, c}}(2 d+1)(2 e+1)(2 f+1)\left[\begin{array}{lll}
A & B & C  \tag{4}\\
A & B & C \\
d & e & f
\end{array}\right]^{2}=\frac{1}{4}\left[1+\frac{(-1)^{2 A}}{2 A+1}+\frac{(-1)^{2 B}}{2 B+1}+\frac{(-1)^{2 C}}{2 C+1}\right]
$$

Landolt-Börnstein ${ }^{7}$ also give Rotenberg et al.' $\mathbf{s}^{1}$ erroneous form for this latter equation.
Rotenberg et al.'s ${ }^{1}$ Eq. 3.20 should be corrected by the following equation:

$$
\left[\begin{array}{lll}
0 & b & c  \tag{5}\\
d & e & f \\
d & e & f
\end{array}\right]=(-1)^{b+d+e+f}[(2 d+1)(2 b+1)]^{-1 / 2}\left\{\begin{array}{lll}
b & f & f \\
d & e & e
\end{array}\right\} \delta(b, c)
$$

which is easily obtained from Eq. 3.19(R).
In Rotenberg et al.'s ${ }^{1}$ Eq. 3.19, if we put $f=0$, then we obtain the following relationship:

$$
\left[\begin{array}{lll}
a & b & e  \tag{6}\\
a & b & e \\
0 & 0 & 0
\end{array}\right]=(-1)^{2(a+b+e)}[(2 a+1)(2 b+1)(2 e+1)]^{-1 / 2}
$$

This expression (6) will be useful to calculate the reduced matrix elements of the double tensor $W^{(0) 0)}$. In Rotenberg's Eq. 3.19, if we put $d=0$, we get the following equation:

$$
\left[\begin{array}{lll}
a & b & e  \tag{7}\\
e & 0 & e \\
b & b & 0
\end{array}\right]=(-1)^{a-b-e}[(2 b+1)(2 e+1)]^{-1}
$$

From Rotenberg et al.'s ${ }^{1}$ Eq. 3.22, if we put $k=0$, we get

$$
\sum_{x}(2 x+1)(-1)^{x}\left[\begin{array}{lll}
a & b & x  \tag{8}\\
c & d & e \\
f & g & h
\end{array}\right]=(-1)^{d+f-2 c}[2 c+1]^{-1} \delta(b, e) \delta(c, g) \delta(a, h)
$$
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#### Abstract

We give a general theory of matrix elements (ME's) of the unitary irreducible representations (UIR's) of linear semisimple Lie groups and of reductive Lie groups. This theory connects together the following things, (1) MEUIR's of all the representation series of a noncompact Lie group, (2) MEUIR's of compact and noncompact forms of the same complex Lie group. The theory presented is based on the results of the theory of the principal nonunitary series representations and on a theorem which states that ME's of the principal nonunitary series representations are entire analytic functions of continuous representation parameters. The principle of analytic continuation of Clebsch-Gordan coefficients (CGC's) of finite dimensional representations to CGC's of the tensor product of a finite and an infinite dimensional representation and to CGC's of the tensor product of two infinite dimensional representations is proved. ME's for any UIR of the group $\mathrm{U}(n)$ and of the group $\mathrm{U}(n, 1)$ are obtained. The explicit expression for all CGC's summed over the multiplicity of the irreducible representation in the tensor product decomposition is derived.


## I. INTRODUCTION

The representations of some semisimple and reductive Lie groups have become of increased importance in physics. The compact groups $\mathrm{U}(n)$ and $\mathrm{SO}(n)$ are extensively used in the elementary particle physics ${ }^{1}$ and in the nuclear spectroscopy. ${ }^{2}$ Among the applications of the $\mathrm{SO}_{0}(n, 1)$ representations there are the dynamical properties of the hydrogen atom ${ }^{3}$ and the quantum field theory. ${ }^{4}$ The $\mathrm{U}(n, 1)$ representations are applied to the $N$-dimensional harmonic oscillator and to the hadron spectroscopy. ${ }^{5}$ Fom the point of view of physicists he most important aspects of the representation theory are MEUIRs and CGCs. MEUIRs and CGCs for compact and noncompact Lie groups, as well as for different representation series (principal unitary, supplementary unitary, discrete) of the same noncompact group, were usually studied separately. But there exist close relations among them. Such relations were searched after the explicit form of MEUIRs and CGCs had been found. There are two main results in the paper. Firstly, the general theory of MEs of irreducible representations (unitary and nonunitary) for semisimple Lie groups is given. This theory connects (1) MEUIRs of all the representation series of a noncompact semisimple Lie group, (2) MEUIRs of compact and noncompact forms of the same complex semisimple Lie group. According to this theory one does not need to derive MEUIRs of each representation series separately. This theory gives unified approach to MEUIRs of all the series. Moreover, MEUIRs of any series may be easily obtained provided MEUIRs of some continuous series are known. We show how this theory does work considering the groups $\mathrm{U}(n, 1), \mathrm{U}(n), \mathrm{SO}_{0}(n, 1), \mathrm{SO}(n)$. Our approach is based on the theory of the principal nonunitary series representations.

The principal nonunitary series representations will be called the elementary representations. ${ }^{6}$ This series contains the principal unitary series representations. Moreover, the elmentary representations are obtained by "analytic continuation" of the principal unitary series.

The elementary representations of semisimple Lie groups were studied in the papers by Harish-Chandra. The list of these papers as well as their account can be found in Ref. 7. It was proved that any completely (or infinitesimally) irreducible representation of a linear semisimple Lie group is a subquotient of some elementary representation. In particular, the elementary representations contain finite dimensional irreducible representations. Therefore, we obtain MEs of any irreducible representation as MEs of some elementary representation.

This paper proves the theorem which states that MEs of elementary representations are entire analytic functions of continuous representation parameters. This theorem allows one to obtain MEs of any representation series by means of analytic continuation of MEs of some nondegenerate representation series.

Most of unitarizable irreducible representations enter the elementary representations not being unitarized. Therefore, to find MEUIRs from MEs of the elementary representations, one has to change the basis. The explicit form of the infinitesimal operators in the initial basis and in the new one can be used to obtain the transition matrix.

MEUIRs possess numerous symmetries which are of great importance for applications. Some symmetries are described by means of the so called intertwining operators of elementary representations. These symmetries lead to some relations for the special functions. There exists a one-to-one correspondence between the intertwining operators and the Weyl group elements. That is why the Weyl group as well as the correspondence mentioned are considered.

The theory of MEUIRs and MEs of the elementary representations allows one to apply the procedure of analytic continuation to study CGCs of semisimple Lie groups. It gives a possibility to continue analytically CGCs of finite dimensional representations to CGCs of the tensor product of a finite and an infinite dimensional representations or of the tensor product of infinite dimensional representations.

The tensor product of a finite and an infinite dimensional representations is of increased interest both in mathematics and physics. ${ }^{8}$ The Wigner-Eckart theorem for noncompact semisimple groups ${ }^{9}$ deals with this tensor product. Segal considers that a finite mass spectrum can be obtained by decomposing the tensor product of a finite and an infinite dimensional representations of the group $\mathrm{SO}_{0}(3,2)$ (cf. Introduction in Ref. 8).

The information on the tensor product of infinite dimensional representations [except for the groups $\operatorname{SO}(2,1)$ and $\mathrm{SO}(3,1)$ ] is rather poor. ${ }^{10}$ In particular, the problem of the multiplicity of irreducible representation in this tensor product is not yet solved. Therefore, we don't know whether analytic continuation of CGCs of finite dimensional representations gives all CGCs for the tensor product of infinite dimensional representations. We hope that the procedure of analytic continuation of CGCs of finite dimensional representations will make it possible to obtain an estimate for the multiplicity of irreducible representation in the tensor product of infinite dimensional representations.

Our theory of MEUIRs and CGCs uses the theory of the principal nonunitary series representations. These representations are induced by irreducible representations of the minimal parabolic subgroup (for the definitions see Ref. 7). Irreducible representations of other parabolic subgroups induce the degenerate nonunitary series representations. The theory of MEs and CGCs of the corresponding degenerate unitary series representations can be constructed in the same way.

The second main result in the paper is the derivation of all MEs of all UIRs of the groups $\mathrm{U}(n, 1)$ and $\mathrm{U}(n)$. In Ref. 11 the integral form of MEUIRs of $\mathrm{U}(n)$ and of MEs of the principal unitary series of $\mathrm{U}(n, 1)$ was obtained. We obtain the explicit form of MEUIRs of $\mathrm{U}(n)$ and of $\mathrm{U}(n, 1)$ with the help of our general theory.

MEUIRs of $\mathrm{U}(n)$ allow us to obtain CGCs of this group summed over the multiplicity of the irreducible representation in the tensor product decomposition. If this multiplicity is 1 we have the explicit expression of CGCs. In this way one obtains some CGCs of $\mathrm{U}(n)$ not yet known. ${ }^{12}$

We also give the relations between MEUIRs of different representation series of $\mathrm{SO}_{0}(n, 1)$.

## II. REPRESENTATIONS OF THE PRINCIPAL NONUNITARY SERIES AND THEIR MATRIX ELEMENTS

In this section we give necessary notions from the theory of semisimple (and reductive) Lie groups and prove that MEs of the principal nonunitary series representations are entire functions.

Let $G$ be a connected linear semisimple or reductive Lie group, and $g$ its Lie algebra. Let $K$ be a maximal compact subgroup of $G$, and $j$ a subalgebra of $g$ which corresponds to $K$. If $B(\cdot, \cdot)$ is the Killing-Cartan form on $g$, then let $p$ be the orthogonal completion to $j$ in $g$ with respect to $B(, \cdot)$. Then $\mathfrak{g}=\mathfrak{f}+\mathfrak{p}$. If $\theta$ is the Cartan involution on $\mathfrak{g}$, then the form
$(x, y)=-B(x, \theta y)$, is a positive definite scalar product on $g$. Let $a_{+}$be a maximal commutative subalgebra in $\mathfrak{p}$. The dimension of $a_{+}$is called the split rank of $g$. We denote by $m$ the centralizer of $a_{+}$in $K$. If $a_{-}$is a Cartan subalgebra of $m$, then $a=a_{+}+a_{-}$is a Cartan subalgebra of $g$. Consider a set of operators ad $H, H \in a_{+}$, which act in the space $g$. If $g$ is equipped with a scalar product $(x, y)$, then the operators $\operatorname{ad} H$ are a commutative family of self-adjoint operators. Therefore, $g$ is decomposed into a direct sum of eigensubspaces of $\operatorname{ad} H, g=g_{0}+\Sigma_{\lambda} g_{\lambda}$. The sum is over nonzero linear forms on $a_{\mathrm{t}}$, and $\mathrm{g}_{\mathrm{o}}$ corresponds to the eigenvalue 0 . The forms $\lambda$ are called the restricted roots of $\left(\mathrm{g}, a_{+}\right)$. The roots $\lambda$ are divided into positive ( $\lambda>0$ ) and negative ( $\lambda<0$ ) ones. If $n$
$=\Sigma_{\lambda>0} g_{\lambda}$, then $n$ is a maximal nilpotent subalgebra ing. Let $N, A$, be the analytic subgroups in $G$ with the Lie algebras $\mathfrak{n}$, $a_{\text {, }}$, respectively. Then the Iwasawa decomposition $G=A_{+} N K$ is valid, and each element $g, g \in G$, is uniquely decomposed into a product $g=h_{+} n k, h_{+} \in A_{+}, n \in N, k \in K$. The map $\left(h_{4}, n, k\right) \rightarrow h_{+} n k$ is an analytic diffeomorphism from the manifold $A_{+} \times N \times K$ onto $G$.

Let $M$ be the centralizer of $A_{+}$in $K$ and $M^{*}$ the normalizer of $A+$ in $K$. Then the quotient $M^{*} / M$ is a finite group which is called the Weyl group $W$ of the pair ( $\mathfrak{g}, a_{+}$). The action of the elements of $W$ upon linear forms $\Lambda, \Lambda \in\left(a_{+}\right)^{*}$, and upon finite dimensional representations $\delta$ of $M$ is defined. Namely, if $w \in W$ is a coset $m^{*} M, m^{*} \in M^{*}$, then

$$
\begin{align*}
& (w \Lambda)(H)=\Lambda\left(m^{*-1} H m^{*}\right), \quad H \in a_{+},  \tag{1}\\
& (w \delta)(m)=\delta\left(m^{*-1} m m^{*}\right), \quad m \in M . \tag{2}
\end{align*}
$$

Moreover, $w \Lambda$ and $w \delta$ do not depend on the choice of the representative $m^{*}$ in $m^{*} M$.

Let $\delta$ be a finite dimensional representation of $M$ in the space $H_{\delta}$, and let $\Lambda$ be a complex linear form on $a$. Next, let $L_{\delta}^{2}\left(K, H_{\delta}\right)$ be a Hilbert space of all measurable functions $f$ : $K \rightarrow H_{\delta}$ such that

$$
\begin{equation*}
\int_{K}\|f(k)\|_{H_{乃}}^{2} d k<\infty, \quad f(m k)=\delta(m) f(k) \tag{3}
\end{equation*}
$$

where $m \in M, k \in K$, and $d K$ is the invariant measure on $K$. Then the operators $\pi_{\delta, A}(g)$,

$$
\pi_{\delta, \Lambda}(g) f(k)=\exp [\Lambda(\log h)] f\left(k_{g}\right)
$$

where $k g=h+n k_{g}, h \in A_{+}, n \in N$, and $k_{g} \in K$, define a representation of $G$. The set of all representations $\pi_{\delta, A}(g)$ is called the principal nonunitary series. This series is the analytic continuation of the principal unitary series representations. Thus, the principal unitary series is contained in the principal nonunitary series. The representation $\pi_{\delta, \Lambda}$ will be called the elementary representation. It is shown in Ref. 13 that every completely (or infinitesimally) irreducible representation of $G$ which is decomposable into a direct sum of unitary irreducible representations of $K$ with a finite multiplicity is infinitesimally equivalent to a subquotient of some elementary representation. For the definitions of the infinitesimal equivalence and the infinitesimal irreducibility see Ref. 7.

Since the action of the elements $w$ of $W$ upon $\delta$ and $\Lambda$ is defined the action of $w$ in the set of elementary representations is also defined, namely, $w \pi_{\delta, A}=\pi_{w \delta, w(A-\rho)+\rho}$.

The condition (3) shows that the space $L_{\delta}^{2}\left(K, H_{\delta}\right)$ may be identified with the subspace of the space $L^{2}(K)$. The space $L_{\delta}^{2}\left(K, H_{\delta}\right)$ is decomposed into orthogonal sum of subspaces in which $\pi_{\mathcal{\delta}, A}$ realizes irreducible representations of $K$. The direct sum of these subspaces is denoted by $d L_{\delta}^{2}\left(K, H_{\delta}\right)$. The representation $\pi_{\delta, A}$ of $\mathfrak{g}$ in $d L_{\delta}^{2}\left(K, H_{\delta}\right)$ will be denoted by $d \pi_{\delta, A}$.

Every function from $d L_{\delta}^{2}\left(K, H_{\delta}\right)$ is infinitely differentiable. This is a consequence of the analyticity of functions of $d L_{\delta}^{2}\left(K, H_{\delta}\right)$ with respect to $\pi_{\delta, A}$ (see Corollary 4.4. 5.17 in Ref. 7).

Let $l$ be the split rank of $G$. The form $\Lambda$ on $a_{+}$is defined by $l$ numbers if some basis is chosen in $a_{+}$. We denote these numbers by $c_{1}, c_{2}, \ldots, c_{l}$. Thus $\pi_{\delta, A} \equiv \pi_{\delta, c_{1}, c_{2}, \ldots, c_{i}}$. Let $\mathfrak{M}_{\delta}$ be the set of the representations $\pi_{\delta, A}$ of $G$ with fixed $\delta$.

Theorem 1: Matrix elements of the representations $\pi_{\delta, c_{1}, c_{2}, \ldots, c_{i}}$ from $\mathfrak{M}_{\delta}$ in a fixed basis of $d L_{\delta}^{2}\left(K, H_{\delta}\right)$ are entire analytic functions of the parameters $c_{1}, c_{2}, \ldots, c_{l}$.

Proof: Let $f_{1}(k)$ and $f_{2}(k)$ be two basis elements in $d L_{\delta}^{2}\left(K, H_{\delta}\right)$. Consider ME

$$
\begin{aligned}
& \int\left(f_{1}(k), \exp \left[\Lambda\left(\log h_{+}\right)\right] f_{2}\left(k_{g}\right)\right) d k \\
& \quad=\int\left(f_{1}(k), \pi_{\delta_{1}, c_{1}, c_{2}, \ldots, c_{1}}(g) f_{2}(k)\right) d k
\end{aligned}
$$

where $g$ is a fixed element of $G$, and $(\cdot, \cdot)$ is a scalar product in $H_{\delta}$, The function $\left(f_{1}(k), \exp \left[\Lambda\left(\log h_{+}\right)\right] f_{2}\left(k_{g}\right)\right)$ is an entire analytic function of the parameters $c_{1}, c_{2}, \ldots, c_{l}$. From the differentiability of the integral in a parameter which the integral depends on, from the infinite differentiability of functions of $d L_{\delta}^{2}\left(K, H_{\delta}\right)$ and from the differentiability of the representation $\pi_{\delta, c_{1}, c_{2}, \ldots, c_{,}}$(for the definition of the latter see Ref. 7) it follows that the ME is an entire function.

## III. REPRESENTATIONS OF THE PRINCIPAL NONUNITARY SERIES AND FINITE DIMENSIONAL REPRESENTATIONS

It was mentioned in Sec. II that every completely irreducible representation of $G$ is infinitesimally equivalent to a subquotient of some elementary representation. Hence, every finite dimensional representation of $G$ is contained in some elementary representation. Let $\lambda$ be a weight of the finite dimensional representation $\omega$ of $G$ with respect to the Cartan subalgebra $a$. Let $\lambda(\omega)$ be a restriction of the weight $\lambda$ onto $a_{+} . \lambda(\omega)$ will be called the restricted weight. Let $\Lambda(\omega)$ denote the lowest restricted weight of $\omega$. Let $\omega_{\delta}$ denote a finite dimensional representation of $G$ which is an extension of the fixed representation $\delta$ of $M$. In other words $\omega_{\delta}$ is a finite dimensional representation of $G$ for which the space of all weight vectors belonging to all the weights $\lambda$ with $\lambda\left(\omega_{\delta}\right)=\Lambda\left(\omega_{\delta}\right)$, is invariant with respect to $M$ and is a space of the representation $\delta$. The following theorem is proved in Ref. 14.

Theorem 2: The elementary representation $\pi_{\delta, 4}$ of $G$ may contain only one finite dimensional subrepresentation, this being with a multiplicity not exceeding one. Moreover,
$\pi_{\delta, A}$ may contain as a finite dimensional subrepresentation only the representation $\omega_{\delta}$ (an extension of the representation $\delta$ of $M$ ). The representation $\pi_{\delta, 4}$ contains $\omega_{\delta}$ as a subrepresentation if and only if $\Lambda\left(\omega_{\delta}\right)=\Lambda$.

Let $\delta$ be a fixed unitary irreducible representation of $M$, and let N be a set of positive integers. A set of $\Lambda \in a_{+}^{*}\left(a_{+}^{*}\right.$ is a dual of $\left.a_{+}\right)$such that $\Lambda=\Lambda\left(\omega_{\delta}\right)$ is a lattice in $a_{+}^{*}$ which contains an infinite numbers of points. This lattice is in a one-to-one correspondence with the lattice $\mathrm{N}^{l}(l$ is the split rank of $G$ ) from which a finite set of points is thrown out.

Theorems 1 and 2 imply the following corollary.
Corollary: Matrix elements of a finite dimensional representation of $G$ in an appropriate basis are the matrix elements of a corresponding elementary representation of $G$ (this correspondence is given by Theorem 2). Matrix elements of elementary representations of $G$ are an analytic continuation of matrix elements of its finite dimensional representations in an appropriate basis.

This analytic continuation is not unique. Therefore, when using the analytic continuation one must be certain that it is the necessary one. The guarantee is achieved by means of some additional condition. Fulfillment of the relations

$$
\begin{equation*}
\frac{d}{d t} g(t)=\operatorname{Ig}(t) \tag{4}
\end{equation*}
$$

for noncompact one-parameter subgroups $g(t)$ with infinitesimal generators I serves as a sufficient condition for analytic continuation to be correct. For MEs the relations (4) are of the form

$$
\begin{equation*}
\frac{d}{d t}\langle n| g(t)|m\rangle=\sum_{n^{\prime}}\langle n| \mathbf{I}\left|n^{\prime}\right\rangle\left\langle n^{\prime}\right| g(t)|m\rangle . \tag{5}
\end{equation*}
$$

Hence, the relations (5) demand knowledge of the MEs of the operators I. If the basis elements in (5) belong to $d L_{\delta}^{2}\left(K, H_{\delta}\right)$, then the sum in (5) is finite (see Sec. XI below).

According to Theorem 1 MEs of, for example, the principle unitary series representations, define MEs of all elementary representations. Since elementary representations contain all completely irreducible representations, MEs of the principal unitary series define MEs of all other series of representations (in particular, of finite dimensional representations).

## IV. MATRIX ELEMENTS AND INTERTWINING OPERATORS

MEs of elementary representations in an orthogonal basis of $L_{\delta}^{2}\left(K, H_{\delta}\right)$ give MEs of the representations of the principal unitary series in unitarized form. This is not true for the representations of the complementary and the discrete series because these are not unitary in the space $L_{\delta}^{2}\left(K, H_{\delta}\right)$ with defined scalar product. To obtain unitarized MEs it is necessary to introduce a new scalar product and to choose an orthonormal basis in a new Hilbert space. A transition to new scalar product can be realized by means of a self-adjoint operator $A$. Such operators are related to intertwining operators of elementary representations (see Lemma 22 and Pro-
position 25 in Ref. 15). If the explicit form of the operator $A$ is available, it is possible to transform MEs of representations of the complementary, discrete, or other unitary series in orthonormal basis of the space $L_{\delta}^{2}\left(K, H_{\delta}\right)$ into MEs which are unitarized.

Besides that, intertwining operators define the symmetry relations for MEs of elementary and unitary representations as functions of the complex parameters $c_{1}, c_{2}, \ldots, c_{l}$ of representations. These relations lead to some relations for special functions associated with the representations under consideration.

The explicit integral form for intertwining operators is introduced in Ref. 16. To apply the intertwining operators to MEs of representations it is necessary to have the intertwining operators in matrix form. Therefore, we give the following definition of intertwining operator. The linear operator $\Pi=\Pi_{\delta^{\prime}, A}^{\delta, A}$ from $d L_{\delta}^{2}\left(K, H_{\delta}\right)$ into $d L_{\delta^{\prime}}^{2}\left(K, H_{\delta^{\prime}}\right)$ such that

$$
\begin{equation*}
\Pi d \pi_{\delta, A}=d \pi_{\delta^{\prime}, A} \Pi \tag{6}
\end{equation*}
$$

is called the intertwining operator for the representations $\pi_{\delta, A}$ and $\pi_{\delta^{\prime}, A}$.

The representations $\pi_{\delta, A}$ and $\pi_{\delta^{\prime}, \Lambda}$ can possess a nonzero intertwining operator if they have common irreducible representations. The latter holds if $\pi_{\delta, A}$ and $\pi_{\delta, A}$, have the same infinitesimal character. ${ }^{17}$ In turn, it is possible iff the representation $\pi_{\delta^{\prime}, A}$ is obtained from the representation $\pi_{\delta, A}$ by the action of some element of the Weyl group $W_{c}$ of the complexification [ $G]^{c}$ of $G$. Intertwining operators which correspond to elements of the Weyl group $W$ of $\left(\mathrm{g}, a_{+}\right)$are analytic functions ${ }^{15}$ of the complex parameters $c_{1}, c_{2}, \ldots, c_{1}$. The explicit matrix form of all the intertwining operators is found for all elementary representations ${ }^{18-20}$ of the groups $\mathrm{U}(n, 1)$ and $\mathrm{SO}_{0}(n, 1)$ and will be given below.

According to the corollary in Sec. III MEs of the elementary representations lead to MEs of finite dimensional representations and, vice versa, MEs of finite dimensional representations can be analytically continued to MEs of elementary representations. For this reason sometimes it is necessary to have MEs of finite dimensional representations of $G$ in an orthonormal basis of the space $L_{\delta}^{2}\left(K, H_{\delta}\right)$ if MEs of unitary finite dimensional representations of the compact form $G_{k}$ of the complexification [ $\left.G\right]^{c}$ of $G$ is known, and vice versa. The problem is to find explicitly the relation between these MEs. As it is known there is a one-to-one correspondence between the finite dimensional representations of $G$ and $G_{k}$. This correspondence is realized as follows. MEs of finite dimensional representations of $G$ and $G_{k}$ are real analytic functions of group parameters. Parameters of the group $G_{k}$ are continued analytically in the set of parameters of the group $[G]^{c}$ to parameters of the group $G$. If such continuation is done for MEs of a finite dimensional representation of $G_{k}$, then we obtain the corresponding MEs of a finite dimensional representation of $G$. This correspondence is reversible.

Suppose we have MEs of a finite dimensional representation of $G$ in an orthonormal basis of $L_{\delta}^{2}\left(K, H_{\delta}\right)$. Continue these MEs in group parameters to MEs of a representation of
$G_{k}$. The obtained representation matrices are not unitary. Unitarization of these matrices is achieved by a transition to a new basis. This transition is given by the operator $A$ which is related to intertwining operator in the same way as in the case of the operator $A$ which unitarizes the unitarizable representation of $G$. The explicit form of the operator $A$ allows us to obtain unitarized MEs of finite dimensional representations of $G_{k}$ and, vice versa, to transfer a basis in which the representation of $G_{k}$ is unitary, into an orthonormal basis of the subspace of finite dimensional representation of the space $L_{\delta}^{2}\left(K, H_{\delta}\right)$.

The operator $A$ can be found as follows. Either it can be calculated with the help of Lemma 22 and Proposition 25 of Ref. 15 [to do this one has to know the explicit form of the operator (9.6) in Ref. 15], or the operator $A$ can be found by means of the fact that it realizes a unitarization of the representation both in global and infinitesimal form. In some cases all MEs of infinitesimal operators of elementary and unitary representations can be calculated. They allow one to write down a system of equations for MEs of the operator $A$. If this system is solved we can apply the operator $A$ to global representations of $G$. In such way the operators $A$ for the groups $\mathrm{U}(n, 1)$ and $\mathrm{SO}_{0}(n, 1)$ have been found explicitly. They are given below.

## V. REPRESENTATIONS OF THE GROUP $U(n, 1)$

We intend to apply the theory of MEs presented above to representations of the group $\mathrm{U}(n, 1)$. For this purpose here we shall describe elementary and irreducible representations of $\mathrm{U}(n, 1)$.

$$
\text { For } \mathrm{O}(n, 1), K \approx \mathrm{U}(n) \otimes \mathrm{U}(1), M \approx \mathrm{U}(n-1) \otimes \mathrm{U}(1)
$$

$A_{+}=\exp a_{+}$, where $a_{+}$is a one-dimensional subalgebra of the Lie algebra $u(n, 1)$ [Lie algebra of $\mathrm{U}(n, 1)$ ] with the basis element $e=E_{n+1, n}+E_{n, n+1}$. Here and in what follows $E_{i j}$ is an $(n+1) \times(n+1)$ matrix with elements $\left(E_{i j}\right)_{k s}=\delta_{i k} \delta_{j s}$. Thus the elementary representation of $\mathrm{U}(n, 1)$ is defined by the unitary irreducible representation $\delta$ of $\mathrm{U}(n-1) \otimes \mathrm{U}(1)$ and the linear form $\Lambda$ on $a_{\text {. }}$. The representation $\delta$ is fixed by $n-1$ integers $m_{1}, m_{2}, \ldots, m_{n-1}$ such that $m_{1} \geqslant m_{2} \geqslant \cdots \geqslant m_{n-1}$ and by the integer $m_{0}$ which defines a character of $\mathrm{U}(1)$. We shall also use the integers $l_{1}, l_{2}, \ldots, l_{n-1}$ where $l_{i}=m_{i}-i-1$. The linear form $\Lambda$ is given by the number $\lambda=\Lambda(e)$. We shall use the numbers $c_{1}=-\frac{1}{2}\left(\lambda-m_{0}+2\right)$ and
$c_{2}=\frac{1}{2}\left(\lambda+m_{0}-2 n-2\right)$ instead of the numbers $m_{0}$ and $\lambda$. Hence, the elementary representation is defined by the numbers $l_{1}, l_{2}, \ldots, l_{n-1}, c_{1}, c_{2}$. Therefore, we shall denote $\pi_{\delta, A}$ by $\pi\left(l_{1}, l_{2}, \ldots, l_{n-1} ; c_{1}, c_{2}\right) \equiv \pi\left(1 ; c_{1}, c_{2}\right)$.

There exists only one nonidentical element $w$ of the Weyl group $W$ of the pair $\left(\mathrm{U}(n, 1), a_{+}\right)$, and $\omega \pi\left(1: c_{1}, c_{2}\right)=\pi\left(1: c_{2}, c_{1}\right)$.

The representation $\pi\left(1: c_{1}, c_{2}\right)$ of $\mathrm{U}(n, 1)$ decomposes into those and only those irreducible representations (with unit multiplicity) of $\mathrm{U}(n)$, whose labels $m_{1 n}, m_{2 n}, \ldots, m_{n n}$ ( $m_{1 n} \geqslant m_{2 n} \geqslant \cdots \geqslant m_{n n}$ ) satisfy the condition

$$
\begin{equation*}
m_{1 n} \geqslant m_{1} \geqslant m_{2 n} \geqslant m_{2} \geqslant \cdots \geqslant m_{n-1 . n} \geqslant m_{n-1} \geqslant m_{n n} . \tag{7}
\end{equation*}
$$

Using this fact we choose a basis in the space of the represen-
tation $\pi\left(l ; c_{1}, c_{2}\right)$ in such a way that it coincides with the union of orthonormal bases of subspaces of irreducible representations of the subgroup $\mathrm{U}(n)$. Bases of these subspaces are chosen to be the Gel'fand-Zetlin bases, i.e., the bases in which the infinitesimal operators of $\mathrm{U}(n)$ act according to the wellknown Gel'fand-Zetlin formulas. We shall call this basis of the space of the representation $\pi\left(1 ; c_{1}, c_{2}\right)$ the canonical basis. The elements of the canonical basis will be labelled by the well-known Gel'fand-Zetlin schemes $\alpha$ and will be written as $\left|m_{n}, \alpha\right\rangle$, where $m_{n}=\left(m_{1 n}, m_{2 n}, \ldots, m_{n n}\right)$, and $\alpha$ consists of rows of integers labelling the irreducible representations of the subgroups $\mathrm{U}(n-1), \mathrm{U}(n-2), \ldots, \mathrm{U}(1)$. It is shown in Ref. 18 that the canonical basis can be chosen in such a way that the infinitesimal operators $E_{n, n+1}, E_{n+1, n}, E_{n+1, n+1}$ of the representation $\pi\left(1 ; c_{1}, c_{2}\right)$ are given by the formulas

$$
\begin{align*}
& E_{n, n+1}\left|m_{n}, \alpha\right\rangle \\
& \quad=\sum_{s=1}^{n}\left(l_{s n}-c_{1}\right) \omega_{s}\left(1, m_{n}, \alpha\right)\left|m_{n}^{+s}, \alpha\right\rangle  \tag{8}\\
& E_{n+1, n}\left|m_{n}, \alpha\right\rangle \\
& \quad=-\sum_{s=1}^{n}\left(l_{s n}-c_{2}-1\right) \omega_{s}\left(1, m_{n}^{-s}, \alpha\right)\left|m_{n}^{-s}, \alpha\right\rangle  \tag{9}\\
& E_{n+1, n+1}\left|m_{n}, \alpha\right\rangle \\
& \quad=\left(c_{1}+c_{2}+\sum_{i=1}^{n-1} l_{i}-\sum_{j=1}^{n} l_{j n}+n+1\right)\left|m_{n}, \alpha\right\rangle \tag{10}
\end{align*}
$$

where

$$
\begin{align*}
\omega_{s}\left(1, m_{n}, \alpha\right)= & \mid \prod_{j=1}^{n}\left(l_{j, n-1}-l_{s n}-1\right)^{1 / 2}\left(l_{s n}-l_{j}\right)^{1 / 2} \\
& \times \prod_{r=1}^{n}\left[\left(l_{s n}-l_{r n}+1\right)\left(l_{s n}-l_{r n}\right)\right]^{-1 / 2} \mid \tag{11}
\end{align*}
$$

$l_{i j}=m_{i j}-i$, and $m_{n}^{ \pm s}$ means a set of the numbers $m_{n}$, where $m_{s n} \pm 1$ is substituted instead of $m_{s n}$.

The representation $\pi\left(1 ; c_{1}, c_{2}\right)$ is irreducible if and only if $c_{1}$ and $c_{2}$ are not integers or if $c_{1}$ and $c_{2}$ coincide with some of the numbers $l_{1}, l_{2}, \ldots, l_{n-1}$. The representations $\pi\left(1 ; c_{1}, c_{2}\right)$ for which $c_{1}=\bar{c}_{2}$ and only those belong to the principal unitary series. The structure (composition series) of reducible elementary representations is given in Ref. 21. In particular, the elementary representation $\pi\left(1 ; c_{1}, c_{2}\right)$ contains a finite dimensional subrepresentation if and only if $c_{1}$ and $c_{2}$ are integers such that $c_{1}>l_{1}$ and $c_{2}<l_{n-1}$. This finite dimensional representation has as its highest weight $m_{1, n+1}, m_{2, n+1}, \ldots$, $m_{n+1, n+1}$, where $m_{1, n+1}=c_{1}+1 ; m_{i, n+1}=l_{i-1}-i$, $i=2,3, \ldots, n ; m_{n+1, n+1}=c_{2}+n+1$. We denote this representation by $\Omega\left(c_{1}, 1, c_{2}\right)$. Completely (or infinitesimally) irreducible representation of $\mathrm{U}(n, 1)$ is uniquely defined (up to infinitesimal equivalence) by its infinitesimal character and by the set of its irreducible representations of $\mathrm{U}(n)$ (cf. Theorem 9.2 in Ref. 22). Infinitesimal character is given by the numbers ( $1 ; c_{1}, c_{2}$ ), which define some elementary representation of $\mathrm{U}(n, 1)$ with the same infinitesimal character. Besides the elementary irreducible and finite dimensional representations the group $\mathrm{U}(n, 1)$ has the following classes of irreducible representations ${ }^{20}$ :
(a) The representations $D^{p q}\left(l ; c_{1}, c_{2}\right)$ and $D_{+}^{P q}\left(1: c_{1}, c_{2}\right)$,
$1 \leqslant p \leqslant q \leqslant n, c_{1}>c_{2}$, where $c_{1}$ and $c_{2}$ are integers, such that $l_{p-1}>c_{1}>l_{p}, l_{q-1}>c_{2}>l_{q}$ (we put $l_{0}=\infty, l_{n}=-\infty$ ). $D^{p q}\left(1: c_{1}, c_{2}\right)$ and $D_{+}^{P q}\left(1: c_{1}, c_{2}\right)$ contain with unit multiplicity those and only those irreducible represenations of $\mathrm{U}(n)$ for which the condition (7) and the conditions $l_{p n} \leqslant c_{1}, l_{q n} \leqslant c_{2}$ or $l_{p n}>c_{1}, l_{q n}>c_{2}$, respectively, take place.
(b) The representations $\widetilde{D}^{p q}\left(1 ; c_{1}, c_{2}\right)$ and $\widetilde{D}_{+}^{p q}\left(1 ; c_{1}, c_{2}\right)$, $1 \leqslant p \leqslant n-1,1 \leqslant q \leqslant n$, where $c_{1}=l_{p}$ and $c_{2}$ is an integer, such that $l_{q-1}>c_{2}>l_{q} . \widetilde{D}_{-}^{p q}\left(1 ; c_{1}, c_{2}\right)$ and $\widetilde{D}_{+}^{p q}\left(1 ; c_{1}, c_{2}\right)$ contain with unit multiplicity those and only those irreducible representations of $\mathrm{U}(n)$ for which the condition (7) and the condition $l_{q n} \leqslant c_{2}$ or $l_{q n}>c_{2}$, respectively, take place,
(c) The representations $D^{i} \quad\left(1 ; c_{1}, c_{2}\right)$ and $D_{+}^{i}\left(1 ; c_{1}, c_{2}\right)$, $1 \leqslant i \leqslant n$, where $c_{1}=c_{2}=c$ is an integer such that $l_{i-1}>c>l_{i}$. $D_{+}^{i}\left(l ; c_{1}, c_{2}\right)$ and $D_{+}^{i}\left(l ; c_{1}, c_{2}\right)$ contain with unit multiplicity those and only those irreducible representations of $\mathrm{U}(n)$ for which the condition (7) and the condition $l_{i n} \leqslant c$ or $l_{i n}>c$, respectively, take place.

Among these representations there are equivalent ones.
We shall say that the sequene of integers $a_{1}, a_{2}, \ldots, a_{k}$ is contracted if $a_{i}=a_{i-1}-1, i=2,3, \ldots, k$.

The following irreducible representations are infinitesimally equivalent to the unitary representations:
(a) the representations $\pi\left(1 ; c_{1}, c_{2}\right)$, if
(1) $c_{1}$ and $c_{2}$ are complex numbers such that $c_{1}=\bar{c}_{2}, c_{1} \neq 0$,
(2) $c_{1}$ and $c_{2}$ are real numbers for which there exist such $l_{k}$ and $l_{s}(k, s=1,2, \ldots, n-1)$ that $\left|l_{k}-c_{1}\right|<1,\left|l_{s}-c_{2}\right|<1$, and the sequence $l_{k}, l_{k+1}, \ldots, l_{s}$, if $c_{1}>c_{2}$, or the sequence $l_{s} l_{s+1}, \ldots, l_{k}$, if $c_{1}<c_{2}$, is contracted,
(3) $c_{1}$ and $c_{2}$ are real numbers for which there exists an integer $m$ such that $m>c_{1}>m-1, m>c_{2}>m-1$;
(b) the representations $D^{i j}\left(1 ; c_{1}, c_{2}\right)$, if
(1) $i=j$,
(2) the sequence $c_{1}, l_{i}, l_{i+1}, \ldots, l_{j-1}$ is contracted;
(c) the representations $D^{i j}\left(1 ; c_{1}, c_{2}\right)$, if
(1) $i=j$,
(2) the sequence $l_{i}, l_{i+1}, \ldots, l_{j-1}, c_{2}$ is contracted;
(d) the representations $\widetilde{D}_{+}^{i j}\left(1 ; c_{1}, c_{2}\right)$, if
(1) $i<j$ and the sequence $l_{i}, l_{i+1}, \ldots, l_{j-1}, c_{2}$ is contracted,
(2) $i \geqslant j$ and the sequence $l_{j}, l_{j+1}, \ldots, l_{i}$ is contracted;
(e) the representations $\widetilde{D}^{i j}\left(1 ; c_{1}, c_{2}\right)$, if
(1) $i<j$ and the sequence $l_{i}, l_{i+1}, \ldots, l_{j-1}$ is contracted,
(2) $i \geqslant j$ and the sequence $c_{2}, l_{j}, l_{j+1}, \ldots, l_{i}$ is contracted;
(f) all the representations $D_{+}^{i}\left(1 ; c_{1}, c_{2}\right)$ and $D_{-}^{i}\left(l ; c_{1}, c_{2}\right)$.

All these representations are unitary if the orthonormal bases in their spaces are chosen in such a way that MEs of infinitesimal operators are given by analytic continuation of the Gel'fand-Zetlin MEs of the infinitesimal operators of finite dimensional representations of the group $\mathrm{U}(n, 1)$ [or of the group $\mathrm{U}(n+1)$ ], i.e., if the infinitesimal operator
$E_{n+1, n+1}$ is given by formula (10) and the infinitesimal operators $E_{n, n+1}, E_{n+1, n}$ are given by

$$
\begin{align*}
E_{n, n+1}\left|m_{n}, \alpha\right\rangle= & \sum_{i=1}^{n}\left[-\left(l_{s n}-c_{1}\right)\left(l_{s n}-c_{2}\right)\right]^{1 / 2} \\
& \times \omega_{s}\left(l, m_{n}, \alpha\right)\left|m_{n}^{+s}, \alpha\right\rangle  \tag{12}\\
E_{n+1 . n}\left|m_{n}, \alpha\right\rangle= & \sum_{i=1}^{n}\left[-\left(l_{s n}-c_{1}-1\right)\left(l_{s n}-c_{2}-1\right)\right]^{1 / 2} \\
& \times \omega_{s}\left(1, m_{n}^{-s}, \alpha\right)\left|m_{n}^{-s}, \alpha\right\rangle \tag{13}
\end{align*}
$$

where $\omega_{s}$ is defined by (11). The representations of (al) belong to the principal unitary series. The represenations of (a2) and of (a3) form the complementary series. The representations of (bl) and of (cl) are the discrete series of square integrable representations.

## VI. OPERATORS OF THE TRANSITION TO UNITARY REPRESENTATIONS

Since irreducible representations of $\mathrm{U}(n)$ are contained in elementary representations of $\mathrm{U}(n, 1)$ with zero or unit multiplicity, it is seen from Shur's lemma and definition (6) of an intertwining operator $\Pi_{r_{1}, c_{c}, c_{2}}^{1, c_{1}, c_{2}}$ that

Thus, an intertwining operator of $\mathrm{U}(n, 1)$ is defined by the numbers $\lambda_{m_{n}}$. All intertwining operators of the group $\mathrm{U}(n, 1)$ are found in Ref. 18. In this paper we consider those which correspond to the nonidentical element $w$ of the Weyl group $W$. If the elementary representation $\pi\left(1 ; c_{1}, c_{2}\right)$ is irreducible then for $\Pi_{1, c_{2}, c_{1}}^{1, c_{1}, c_{2}}$
$\lambda_{m_{n}}=z a_{m_{n}}\left(1 ; c_{1}, c_{2}\right) / a_{m_{n}}\left(1 ; c_{2}, c_{1}\right)$,
where $a_{m_{n}}\left(1 ; c_{1}, c_{2}\right)$ is given as
$a_{m_{n}}\left(1 ; c_{1}, c_{2}\right)=\prod_{r=1}^{n-1} \prod_{\sigma=l_{r}+1}^{l_{n}-1}\left(\sigma-c_{2}\right) \prod_{\alpha=l_{n n}}^{l_{n}} \prod_{1}^{-1}\left(\alpha-c_{1}\right)$.
Let us define the numbers $\lambda_{m_{4}}$ for $\Pi_{1, c_{2}, c_{1}}^{1, c_{1}, c_{2}}$ when the representation $\pi\left(1 ; c_{1}, c_{2}\right)$ is reducible.

Fix 1 and $c_{1}+c_{2}$. Put $q=c_{1}+c_{2}$. Then $\lambda_{m_{n}}$ and $\Pi_{1, c_{2} c_{1}}^{1, c_{1}, c_{2}}$ are functions of $c_{1}$. Moreover, they are analytic in the domain which consists of points of irreducibility of the representation $\pi\left(l ; c_{1}, c_{2}\right)$ and can be meromorphically continued to the whole of the complex plane. Let $\bar{\Pi}_{1, c_{2} c_{1}}^{1, c_{1}, c_{2}}$, be the continuation of $\Pi_{1, c_{2} c_{1}}^{1, c_{1}, c_{2}}$. For fixed 1 and $c_{1}+c_{2}$ the function $\bar{\Pi}_{1, c_{2}, c_{1}}^{1, c_{1}, c_{2}}$, of variable $c_{1}$ is regular [and is an intertwining operator for $\pi\left(1 ; c_{1}, c_{2}\right)$ and $\left.\pi\left(1 ; c_{2}, c_{1}\right)\right]$ at all points of the complex plane except integral points for which one of the following conditions is fulfilled:
(a) $l_{i-1}>c_{1}>l_{i j} l_{j-1}>c_{2}>l_{j i} i=1,2, \ldots, n-1$;
$j=1,2, \ldots, n ; i \neq j$ (we put $l_{0}=\infty, l_{n}=-\infty$ );
(b) $l_{i-1}>c_{2}>c_{1}>l_{i} i=1,2, \ldots, n$;
(c) $c_{1}=l_{i} ; i=1,2, \ldots, n-1 ; l_{n-1}>c_{2}$;
(d) $c_{2}=l_{i}, i=1,2, \ldots, n-1 ; l_{j-1}>c_{1}>l_{j}$, $j=1,2, \ldots, n-1$.

At all these points except for the points $c_{1}$, for which
$l_{j-1}>c_{1}>l_{j j} j=1,2, \ldots, n-1$, the function $\bar{\Pi}_{1, c_{2}, c_{1}}^{1, c_{1}, c_{2}}$, has simple poles. At integral points $c_{1}$ for which $l_{j-1}>c_{1}>l_{j}$, $j=1,2, \ldots, n-1$, it has poles of the second order. At every point $c_{1}=c_{1}^{0}$, in which $\bar{\Pi}_{1, c_{c}, c_{1}}^{1, c_{1}, c_{2}}$ has a simple pole (a pole of second order, respectively), the residue of $\bar{\Pi}_{1, c_{2}, c_{1}}^{1, c_{1}, c_{2}}$ of the first (second, respectively) order at $c_{1}=c_{1}^{0}$ is an intertwining operator of $\pi\left(1 ; c_{1}^{0}, c_{2}^{0}\right)$ and $\pi\left(1 ; c_{2}^{0}, c_{1}^{0}\right), c_{2}^{0}=q-c_{1}^{0}$. Denote this
 are defined to be residues at $c_{1}=c_{1}^{0}$ of the numbers $\lambda_{m_{n}}$ for
 means that the operator $I_{1, c_{2}, c_{2}, c_{1}^{\prime}}^{1, c_{1}^{n}}{ }^{2}$ vanishes on some subspace. Thus, we have defined intertwining operators for all pairs $\pi\left(1 ; c_{1}, c_{2}\right)$ and $\pi\left(1 ; c_{2}, c_{1}\right)$. We denote any of them by $\Pi_{1, c_{2}, c_{1}}^{1, c_{1}, c_{2}}$ According to Proposition 3 in Ref. 18 the closure of the range of the noninvertible operator $\Pi_{1, c_{2}, c_{1}, c_{2}}^{1, c_{2}}$ is invariant under the representation $\pi\left(1 ; c_{2}, c_{1}\right)$.

Above it was pointed out that unitarizable irreducible representation is unitary if an orthonormal basis is chosen to be such that the infinitesimal operators $E_{n, n+1}$ and $E_{n+1, n}$ are given in it by the relations (12) and (13). This orthonormal basis will be called the standard basis. Its elements will be denoted as $\left|m_{n}, \alpha\right\rangle_{s}$.

Theorem 3: Let $\Pi_{1, c}^{1, c, c, c}, c_{2}$, be an intertwining operator for $\pi\left(1 ; c_{1}, c_{2}\right)$ and $\pi\left(1 ; c_{2}, c_{1}\right)$, and let $H$ be the closure of the range of $\Pi_{1, c_{2}, c_{1}}^{1, c_{1}, c_{2}}[H$ coincides with the space of the representation $\pi\left(1 ; c_{2}, c_{1}\right)$ if $\Pi{ }_{l}^{1, c_{2}, c_{1}} c_{1}, 1, c_{2}$ invertible]. If the restriction of $\pi\left(1 ; c_{2}, c_{1}\right)$ onto $H$ is unitarizable or finite dimensional representation, then the transition operator $A$ which transforms the canonical basis $\left|m_{n}, \alpha\right\rangle$ to the standard basis $\left|m_{n}, \alpha\right\rangle_{s}$ of $H$ is given by

$$
\begin{aligned}
\left|m_{n}, \alpha\right\rangle_{s}= & A\left|m_{n}, \alpha\right\rangle=(\sqrt{-1})^{a}\left\langle m_{n}, \alpha\right| \\
& \times \prod_{1 . c_{2}, c_{1}, c_{1}}^{1 ., c_{n}}\left|m_{n}, \alpha\right\rangle^{1 / 2}\left|m_{n}, \alpha\right\rangle,
\end{aligned}
$$

where $a=-\sum_{r=1}^{n} l_{r n}$.
The proof of theorem consists in direct evaluation of MEs of the operator $A$ using the relations (8), (9), (12), and (13). We introduce the notation

$$
\begin{equation*}
\mu_{m_{n}}^{1, c_{1}, c_{2}}=(\sqrt{-1})^{a}\left\langle m_{n}, \alpha\right| \Pi_{1, c_{2}, c_{1}, c_{1}}^{1, c_{1}, c_{2}}\left|m_{n}, \alpha\right\rangle^{1 / 2} \tag{17}
\end{equation*}
$$

To obtain MEs of unitary representations from ME of the elementary representations we need only the ratios $\mu_{m_{n}^{\prime}} / \mu_{m_{n}}$. Really, if $\left\langle m_{n}, \alpha\right| T\left|m_{n}^{\prime}, \alpha^{\prime}\right\rangle$ is a ME of some operator $T$ of the representation $\pi\left(1 ; c_{2}, c_{1}\right)$ and ${ }_{s}\left\langle m_{n}, \alpha\right| T\left|m_{n}^{\prime}, \alpha^{\prime}\right\rangle_{s}$ is the same ME in the standard basis, then
${ }_{s}\left\langle m_{n}, \alpha\right| T\left|m_{n}^{\prime}, \alpha^{\prime}\right\rangle_{s}=\frac{\mu_{m_{i}}^{1, c_{1}, c_{3}}}{\mu_{m_{n}}^{1, c_{n}, c_{2}}}\left\langle m_{n}, \alpha\right| T\left|m_{n}^{\prime}, \alpha^{\prime}\right\rangle$.
Theorem 3 implies that

$$
\begin{equation*}
\frac{\mu_{m_{n}}^{1, c_{1}, c_{2}}}{\mu_{m_{n}}^{1, c_{n}, c_{2}}}=\prod_{r=1}^{n}\left(\frac{\Gamma\left(c_{1}+1-l_{r n}^{\prime}\right) \Gamma\left(l_{r n}^{\prime}-c_{2}\right)}{\Gamma\left(c_{1}+1-l_{r n}\right) \Gamma\left(l_{r n}-c_{2}\right)}\right)^{1 / 2} . \tag{19}
\end{equation*}
$$

The ratios $\Gamma\left(-z_{1}\right) / \Gamma\left(-z_{2}\right)$ with nonnegative integers $z_{1}$
and $z_{2}$ can appear in (19). In this case $\Gamma\left(-z_{1}\right) / \Gamma\left(-z_{2}\right)$ must be replaced by $(-1)^{z_{1}+z_{2}} \Gamma\left(1+z_{2}\right) / \Gamma\left(1+z_{1}\right)$.

The relations (18) and (19) will be used to obtain MEs of unitary representations of $\mathrm{U}(n, 1)$.

## VII. MATRIX ELEMENTS OF THE ELEMENTARY REPRESENTATIONS OF U( $n, 1)$

Any element $g$ of $\mathrm{U}(n, 1)$ can be decomposed uniquely as

$$
\begin{equation*}
g=h a_{n+1}\left(\varphi_{n+1}\right) b_{n+1}(\eta) \widetilde{h}, \tag{20}
\end{equation*}
$$

where $a_{n+1}\left(\varphi_{n+1}\right)$ and $b_{n+1}(\eta)$ are the matrices

$$
\left.a_{n+1}\left(\varphi_{n+1}\right)=\left(\begin{array}{cccc}
1 & & 0 &  \tag{21}\\
& \ddots & & \\
0 & & & \\
& & 1 & 0 \\
& & 0 & e^{-i \varphi_{n}}
\end{array}\right) ; \quad b_{n+1}(\eta)=\left(\begin{array}{ccccc}
1 & & & & 0 \\
& \ddots & & & \\
& & 1 & & \cosh \eta
\end{array}\right) \sinh \eta\right)
$$

$h$ is the most general element of the subgroup $\mathrm{U}(n)$, and $\widetilde{h}$ is a special element of $\mathrm{U}(n)$. Namely, $\widetilde{h}$ is defined as a product

$$
\begin{equation*}
\bar{h}=a_{1}\left(\varphi_{1}\right)_{r=0}^{n} \prod_{n}^{2} a_{n} \quad\left(\varphi_{n} \quad\right) c_{n-r}\left(\theta_{n-r}\right) \tag{22}
\end{equation*}
$$

where $c_{n-r}\left(\theta_{n \ldots r}\right)$ is real matrix of the rotation in the plane of $(n-r-1)$ th and $(n-r)$ th real coordindates, $\theta_{n-r}$ be the angle of rotation. In the relations (20)-(22)

$$
\begin{equation*}
0 \leqslant \varphi_{i}<2 \pi, \quad 1 \leqslant i \leqslant n+1 ; \quad 0 \leqslant \theta_{j} \leqslant \frac{\pi}{2}, \quad 2 \leqslant j \leqslant n ; \quad 0 \leqslant \eta<\infty . \tag{23}
\end{equation*}
$$

The parametrization (20)-(23) can be obtained if one carries out reasoning analogous to that of Ref. 23.
According to the decomposition (20) we can represent $\mathrm{U}(n, 1)$ as $\mathrm{U}(n, 1)=\mathrm{U}(n) X_{n+1}$, where $X_{n+1}$ is a corresponding coset space. The decomposition $\mathrm{U}(n, 1)=\mathrm{U}(n) X_{n+1}$ shows a close relation of the parameters $\left\{\varphi_{i}, \theta_{j}, \eta\right\}$ with the coordinate system on "hypersphere" $S$ in the complex space $\mathrm{C}^{n+1}$, for which the group $\mathrm{U}(n, 1)$ is transitive. ${ }^{24}$ It follows from this relation that an invariant measure on $\mathrm{U}(n, 1)$ is

$$
\begin{equation*}
d g=\frac{n!}{2 \pi^{n+1}} d h d \mu\left(x_{n+1}\right)=\frac{n!}{2 \pi^{n+1}} \prod_{k=2}^{n} \sin ^{2 k}{ }^{3} \theta_{k} \cos \theta_{k} \sinh ^{2 n} \quad{ }^{1} \eta \cosh \eta d \eta \prod_{r=1}^{n+1} d \varphi_{r} d h, \tag{24}
\end{equation*}
$$

where $d h$ is an invariant measure on $\mathrm{U}(n)$ such that $\int_{\mathrm{U}(n)} d h=1$.
To find MEs of elementary representations of $\mathrm{U}(n, 1)$ it is enough to find MEs of the operators $T\left[a_{n+1}\left(\varphi_{n+1}\right)\right]$ and $T\left[b_{n+1}(\eta)\right]$, which correspond to one-parameter subgroups $a_{n+1}\left(\varphi_{n+1}\right)$ and $b_{n+1}(\eta)$, and MEs of representations of $\mathrm{U}(n)$. The latter will be found in Sec. IX. Now we begin to derive MEs of $T\left[a_{n+1}\left(\varphi_{n+1}\right)\right]$ and $T\left[b_{n+1}(\eta)\right]$. Firstly we shall consider the irreducible elementary representations $\pi\left(1 ; c_{1}, c_{2}\right)$, for which $c_{1}$ and $c_{2}$ are not integers. Sometimes we shall consider the new basis $\left|m_{n}, \alpha\right\rangle^{\prime}$ instead of the basis $\left|m_{n}, \alpha\right\rangle$, namely,

$$
\begin{align*}
\left|m_{n}, \alpha\right\rangle^{\prime}= & \lambda\left(m_{n}, \alpha\right)\left|m_{n}, \alpha\right\rangle,  \tag{25}\\
\lambda\left(m_{n}, \alpha\right)= & {\left[\prod_{i>j}\left(l_{j n}-l_{i-1}-1\right)!\prod_{i<j}\left(l_{i-1}-l_{j n}\right)!\prod_{j=1}^{n} \Gamma\left(l_{j n}-c_{2}\right) \prod_{j=1}^{n} \Gamma\left(c_{1}-l_{j n}+1\right)\right]^{1 / 2} \prod_{i<j}\left(l_{i n}-l_{j n}\right)^{-1 / 2} } \\
& \times \prod_{k=2}^{n}\left[\prod_{i>j}\left(l_{j, k-1}-l_{i k}-1\right)!\prod_{i \leqslant j}\left(l_{i k}-l_{j, k-1}\right)!\right]^{1 / 2} \prod_{i<j}\left(l_{i, k-1}-l_{j, k-1}\right)^{-1 / 2} \mu_{m_{u}}^{1, c_{3}, c_{1}}, \tag{26}
\end{align*}
$$

where $\mu_{m_{n}}^{L_{n}, c_{1}}$ is defined by (17). This transformation is analogous to the transformation (22) of Ref. 25. Instead of (8) and (9) we now have

$$
\begin{align*}
& E_{n, n+1}\left|m_{n}, \alpha\right\rangle^{\prime}=\sum_{s=1}^{n} \frac{\mathrm{II}_{j<s}\left(l_{j-1}-l_{s n}\right) \Pi_{j<s}\left(l_{j, n-1}-l_{s n}-1\right)\left(c_{1}-l_{s n}\right)}{\Pi_{j<s}\left(l_{j n}-l_{s n}\right) \Pi_{j>s}\left(l_{s n}-l_{j n}\right)}\left|m_{n}^{+s}, \alpha\right\rangle^{\prime},  \tag{27}\\
& E_{n+1 . n}\left|m_{n}, \alpha\right\rangle^{\prime}=\sum_{s=1}^{n} \frac{I I_{j>s}\left(l_{s n}-l_{j-1}-1\right) \Pi_{j>s}\left(l_{s n}-l_{j, n-1}\right)\left(l_{s n}-c_{2}-1\right)}{\Pi_{j<s}\left(l_{j n}-l_{s n}\right) \Pi_{j>s}\left(l_{s n}-l_{j n}\right)}\left|m_{n}^{-s}, \alpha\right\rangle^{\prime} \tag{28}
\end{align*}
$$

Infinitesimal operators of $\mathrm{U}(n)$ in the basis $\left|m_{n}, \alpha\right\rangle^{\prime}$ are given by the relations (7)-(30) of Ref. 25.
For convenience we shall denote the space $L_{\delta}^{2}\left(K, H_{\delta}\right)$ by $H$. According to Corollary 4.4.5.17 in Ref. 7 every vector of $d H$ is an analytic vector of the representation $\pi\left(1 ; c_{1}, c_{2}\right)$. If $H^{\omega}$ is a set of analytic vectors of $H$, then $H^{\omega}=U_{x>0} H_{x}^{\omega}$, where $H_{x}^{\omega}$ is defined as follows. ${ }^{26}$ Let $H^{\infty}$ be a space of infinitely differentiable vectors of the representation $\pi\left(1 ; c_{1}, c_{2}\right)$. A countable family of the seminorms $\rho_{m}$,

$$
\rho_{I m}(f)=\sup _{1 \leqslant j_{k} \leqslant d}\left\|\pi\left(X_{j_{r}} X_{j_{2}} \cdots X_{j_{m}}\right) f\right\|,
$$

where $d$ is a dimension of $\mathrm{U}(n, 1)$ and $X_{j_{k}}$ are basis elements of $\mathrm{u}(n, 1)$, is constructed in $H^{\infty} . H_{x}^{\omega}$ is a set of functions from $H^{\infty}$, for which

$$
\sum_{m=0}^{\infty} \frac{s^{m}}{m!} \rho_{m}(f)<\infty
$$

for any $s, 0<s<x$.
If $\left|m_{n}, \alpha\right\rangle$ is a fixed element of the canonical basis in $H$, then we have $\left|m_{n}, \alpha\right\rangle \in H_{x}^{\omega}$ for some $x, x>0$.
Lemma: If some element $\left|m_{n}, \alpha\right\rangle$ of the canonical basis of the space $H$ of irreducible elementary representation $\pi\left(1 ; c_{1}, c_{2}\right)$ belongs to $H_{x_{0}}^{\omega}$, then all elements of this basis belong to $H_{x_{0}}^{\omega}$.

Proof: The representation $d \pi\left(1 ; c_{1}, c_{2}\right)$ of the algebra $u(n, 1)$ define in an obvious way the representation of the Lie algebra $[\mathrm{u}(n, 1)]^{c}$, the complexification of $\mathrm{u}(n, 1)$. Let $\left|m_{n}^{0}, \alpha^{0}\right\rangle \in H_{x_{0}}^{\omega}$. If $V$ is a subspace of $H$, in which UIR of $\mathrm{U}(n)$ is realized, then according to results of Ref. 27 the universal enveloping algebra $\Omega$ of $[u(n, 1)]^{c}$ contains an element which transforms $\left|m_{n}^{0}, \alpha^{0}\right\rangle$ into $V$. Let $a$ and $b$ be two elements of $V$. According to the Bernside theorem on irreducible matrix algebras, ${ }^{28}$ there exists in $\Omega$ an element which transforms $a$ into $b$. Therefore, for any element $\left|m_{n}^{\prime}, \alpha^{\prime}\right\rangle$ of the canonical basis of $H$ there exists in $\Omega$ an element which transforms $\left|m_{n}^{0}, \alpha^{0}\right\rangle$ into $\left|m_{n}^{\prime}, \alpha^{\prime}\right\rangle$. According to Proposition 2.1 in Ref. 26 every operator $X$ of the representation $\pi\left(1 ; c_{1}, c_{2}\right)$ of the algebra $u(n, 1)$ transforms $H_{x}^{\omega}$ into $H_{x}^{\omega}$. It is obvious that this fact takes place for any element from $\Omega$. But $\Omega$ contains elements which transfer $\left|m_{n}^{0}, \alpha^{0}\right\rangle$ into any element of the canonical basis, so Lemma is proved.

Let us consider the complexification [ $\mathrm{U}(n, 1)]^{c}$ of the group $\mathrm{U}(n, 1)$. According to Propositions 2.2 and 2.3 in Ref. 26 every representation $\pi\left(1 ; c_{1}, c_{2}\right)$ of $\mathrm{U}(n, 1)$ can be continued to the local representation of the group [ $\left.\mathrm{U}(n, 1)\right]^{c}$. Notice that statements of Ref. 26 are formulated for unitary representations. However, they can be easily extended to a set of nonunitary representations which contains all elementary representations. ${ }^{7}$

Let $\pi\left(1 ; c_{1}, c_{2}\right)$ be an elementary representation of $\mathrm{U}(n, 1)$. UIR of $\mathrm{U}(n)$ will be called the admissible representation with respect to $\pi\left(l ; c_{1}, c_{2}\right)$, if it is contained in $\pi\left(1 ; c_{1}, c_{2}\right)$. Highest weights of admissible representations will be called the admissible highest weights.

Proposition: Let $\pi\left(1 ; c_{1}, c_{2}\right)$ be an elementary representation of $\mathrm{U}(n, 1)$ for which none of the numbers $c_{1}$ and $c_{2}$ is integral. Continue the representation $\pi\left(l ; c_{1}, c_{2}\right)$ to a local representation of the group [ $\left.\mathrm{U}(n, 1)\right]^{c}$. There exists $t_{0}, t_{0}>0$, such that for $|t|<t_{o}, t \in \mathbb{C}$, the operator $\exp \left(t E_{n, n+1}\right)$, which corresponds to the one parameter subgroup of $[\mathrm{U}(n, 1)]^{c}$, acts upon the elements $\left|m_{n}, \alpha\right\rangle$ ' of the space of the representations $\pi\left(1 ; c_{1}, c_{2}\right)$ as

$$
\begin{equation*}
\exp \left(t E_{n, n+1}\right)\left|m_{n}, \alpha\right\rangle^{\prime}=\sum_{m_{n}^{\prime}} A\left(m_{n}^{\prime}, m_{n}\right) t^{k_{n}^{\prime}-k_{n}}\left|m_{n}^{\prime}, \alpha\right\rangle^{\prime} \tag{29}
\end{equation*}
$$

Here the summation is over all admissible highest weights $m_{n}^{\prime}=\left(m_{1 n}^{\prime}, m_{2 n}^{\prime}, \ldots, m_{n n}^{\prime}\right)$ of $\mathrm{U}(n)$, for which $m_{i n}^{\prime} \geqslant m_{i n}, i=1,2, \ldots, n$; $k_{n}=\sum_{i=1}^{n} m_{i n}, k_{n}^{\prime}=\sum_{i=1}^{n} m_{i n}^{\prime}$; the multiplier $A\left(m_{n}^{\prime}, m_{n}\right)$ is defined by

$$
\begin{equation*}
A\left(m_{n}^{\prime}, m_{n}\right)=\prod_{i \leqslant j} \frac{\left(l_{i-1}-l_{j n}\right)!}{\left(l_{i-1}-l_{j n}^{\prime}\right)!} \prod_{r=1}^{n} \frac{\Gamma\left(c_{1}-l_{r n}+1\right)}{\Gamma\left(c_{1}-l_{r n}^{\prime}+1\right)} \prod_{i<j} \frac{\left(l_{i, n-1}-l_{j n}-1\right)!}{\left(l_{i, n-1}-l_{j n}^{\prime}-1\right)!} \frac{\Pi_{i<j}\left(l_{i n}-l_{j n}^{\prime}-1\right)!}{\Pi_{i<j}\left(l_{i n}^{\prime}-l_{j n}\right)!} \prod_{i<j}\left(l_{i n}^{\prime}-l_{j n}^{\prime}\right) \tag{30}
\end{equation*}
$$

If $|t|<t_{0}, t \in \mathbb{C}$, the operator $\exp \left(t E_{n+1, n}\right)$ acts on the elements $\left|m_{n}, \alpha\right\rangle^{\prime}$ as

$$
\begin{equation*}
\exp \left(t E_{n+1, n}\right)\left|m_{n}, \alpha\right\rangle^{\prime}=\sum_{m_{"}^{\prime \prime}} B\left(m_{n}^{\prime \prime}, m_{n}\right) t^{k_{n}-k_{" \prime}^{\prime \prime}}\left|m_{n}^{\prime \prime}, \alpha\right\rangle^{\prime} \tag{31}
\end{equation*}
$$

Here the summation is over all the admissible highest weights $m_{n}^{\prime \prime}=\left(m_{1 n}^{\prime \prime}, m_{2 n}^{\prime \prime}, \ldots, m_{n n}^{\prime \prime}\right)$ of $\mathrm{U}(n)$ for which $m_{i n}^{\prime \prime} \leqslant m_{i n}, i=1,2, \ldots, n$, and the multiplier $B\left(m_{n}^{\prime \prime}, m_{n}\right)$ is defined as
$B\left(m_{n}^{\prime \prime}, m_{n}\right)=\prod_{i<j} \frac{\left(l_{i n}-l_{j-1}-1\right)!}{\left(l_{i n}^{\prime \prime}-l_{j-1}-1\right)!} \prod_{i=1}^{n} \frac{\Gamma\left(l_{i n}-c_{2}\right)}{\Gamma\left(l_{i n}^{\prime \prime}-c_{2}\right)} \prod_{i \leqslant j} \frac{\left(l_{i n}-l_{j, n-1}\right)!}{\left(l_{i n}^{\prime \prime}-l_{j, n-1}\right)!} \frac{\prod_{i<j}\left(l_{i n}^{\prime \prime}-l_{j n}-1\right)!}{\Pi_{i \leqslant j}\left(l_{i n}-l_{j n}^{\prime \prime}\right)!} \prod_{i<j}\left(l_{i n}^{\prime \prime}-l_{j n}^{\prime \prime}\right)$.
The proof is carried out in the same way as that of Theorem 1 in Ref. 25 and we omit it.
Let us remark that the operators $\exp \left(t E_{n, n+1}\right)$ and $\exp \left(t E_{n+1, n}\right)$ do not change $\alpha$.
Theorem 4: The operators $T^{1, c_{1}, c_{2}}\left[a_{n+1}(\varphi)\right]$ and $T^{1, c_{1}, c_{2}}\left[b_{n+1}(\eta)\right]$ of the elementary representation $\pi\left(1 ; c_{1}, c_{2}\right)$ of $\mathrm{U}(n, 1)$, which correspond to the one-parameter subgroups $a_{n+1}(\varphi)$ and $b_{n+1}(\eta)$, in the canonical basis $\left|m_{n}, \alpha\right\rangle$ are given by

$$
\begin{equation*}
T^{1, c_{1}, c_{2}}\left[a_{n+1}(\varphi)\right]\left|m_{n}, \alpha\right\rangle=e^{i \varphi\left(k_{n}-k_{n}+1\right)}\left|m_{n}, \alpha\right\rangle \tag{33}
\end{equation*}
$$

where

$$
\begin{align*}
& k_{n+1}=\sum_{i=1}^{1} l_{i}+c_{1}+c_{2}+\frac{(n+1)(n+2)}{2} ; \\
& T^{1, c_{1}, c_{c}}\left[b_{n+1}(\eta)\right]\left|m_{n}, \alpha\right\rangle \\
& =\sum_{m_{n}^{\prime}}\left[\left(\prod_{i<j}\left(l_{i n}-l_{j n}\right)\left(l_{i n}^{\prime}-l_{j n}^{\prime}\right) \frac{\text { II }_{i<j}\left(l_{i, n-1}-l_{j n}^{\prime}-1\right)!\left(l_{i, n-1}-l_{j n}-1\right)!\left(l_{i}-l_{j n}^{\prime}\right)!\left(l_{i}-l_{j n}\right)!}{\Pi_{j \leqslant i}\left(l_{j n}^{\prime}-l_{i, n-1}\right)!\left(l_{j n}-l_{i, n}\right)!\left(l_{j n}^{\prime}-l_{i}-1\right)!\left(l_{j n}-l_{i}-1\right)!}\right)^{1 / 2}\right. \\
& \times(\cosh \eta)^{k_{n}+k_{n}^{\prime} \cdots k_{n}, k_{n}} \sum_{m_{n}^{\prime \prime}} \prod_{i=1}^{n} \frac{\Gamma\left(c_{1}-l_{i n}+1\right) \Gamma\left(l_{i n}^{\prime \prime}-c_{2}\right)}{\Gamma\left(c_{1}-l_{i n}^{\prime \prime}+1\right) \Gamma\left(l_{i n}^{\prime}-c_{2}\right)} \frac{I_{i j}\left(l_{i n}^{\prime \prime}-l_{j}-1\right)!\left(l_{i n}^{\prime \prime}-l_{j, n-1}\right)!}{\Pi_{i \leqslant j}\left(l_{i n}^{\prime \prime}-l_{j n}^{\prime}\right)!} \\
& \left.\times \prod_{i<j} \frac{\left(l_{i n}^{\prime}-l_{j n}^{\prime \prime}-1\right)!}{\left(l_{i}-l_{j n}^{\prime \prime}\right)!\left(l_{i, n}-1-l_{j n}^{\prime \prime}-1\right)!} \frac{\mathrm{II}_{i<j}\left(l_{i n}-l_{j n}^{\prime \prime}-1\right)!\left(l_{i n}^{\prime \prime}-l_{j n}^{\prime \prime}\right)}{\Pi \mathrm{I}_{i, j}\left(l_{i n}^{\prime \prime}-l_{j n}\right)!}(\sinh \eta)^{2 k_{" \prime}^{\prime \prime}-k_{n}-k_{n}^{\prime \prime}}| | m_{n}^{\prime}, \alpha\right\rangle . \tag{34}
\end{align*}
$$

Here the first sum is over all admissible highest weights $m_{n}^{\prime}$ of $\mathrm{U}(n)$ and the second sum is over the admissible highest weights $m_{n}^{\prime \prime}$ of $\mathrm{U}(n)$, for which $m_{i n}^{\prime \prime} \geqslant \max \left\{m_{i n}, m_{i n}^{\prime}\right\}, i=1,2, \ldots, n$. The operator $T^{1, c_{1}, c_{2}}\left[b_{n+1}(\eta)\right]$ can also be given by the formula

$$
\begin{align*}
& T^{1 . c_{1}, c_{2}}\left[b_{n+1}(\eta)\right]\left|m_{n}, \alpha\right\rangle \\
& =\sum_{m_{n}^{\prime}}\left[\left(\prod_{i<j}\left(l_{i n}-l_{j n}\right)\left(l_{i n}^{\prime}-l_{j n}^{\prime}\right) \frac{\Pi_{i<j}\left(l_{i n}^{\prime}-l_{j, n-1}\right)!\left(l_{i n}-l_{j, n-1}\right)!\left(l_{i n}^{\prime}-l_{j}-1\right)!\left(l_{i n}-l_{j}-1\right)!}{\Pi_{i<j}\left(l_{i, n-1}-l_{j n}^{\prime}-1\right)!\left(l_{i, n-1}-l_{j n}-1\right)!\left(l_{i}-l_{j n}^{\prime}\right)!\left(l_{i}-l_{j n}\right)!}\right)^{1 / 2}\right. \\
& \times(\cosh \eta)^{k_{n}} \quad 1+k_{\ldots, \ldots} k_{n}^{\prime \prime}-k_{"} \sum_{m_{n}^{\prime \prime}} \prod_{j=1}^{n} \frac{\Gamma\left(c_{1}-l_{j n}^{\prime \prime}+1\right) \Gamma\left(l_{j n}-c_{2}\right)}{\Gamma\left(c_{1}-l_{j n}^{\prime}+1\right) \Gamma\left(l_{j n}^{\prime \prime}-c_{2}\right)} \frac{\Pi_{i<j}\left(l_{i}-l_{j n}^{\prime \prime}\right)!\left(l_{i n}^{\prime \prime}-l_{j n}-1\right)!\left(l_{i, n-1}-l_{j n}^{\prime \prime}-1\right)!}{\Pi_{i<j}\left(l_{i n}^{\prime \prime}-l_{j}-1\right)!\left(l_{i n}^{\prime \prime}-l_{j, n-1}\right)!\Pi_{i \leqslant j}\left(l_{i n}-l_{j n}^{\prime \prime}\right)!} \\
& \left.\times \frac{\Pi_{i<j}\left(l_{i n}^{\prime \prime}-l_{j n}^{\prime}-1\right)!\left(l_{i n}^{\prime \prime}-l_{j n}^{\prime \prime}\right)}{\Pi_{i \alpha}\left(l_{i n}^{\prime}-l_{j n}^{\prime \prime}\right)!}(\sinh \eta)^{k_{n}+k_{n}^{\prime}-2 k_{n}^{\prime \prime}}\right]\left|m_{n}^{\prime}, \alpha\right\rangle . \tag{35}
\end{align*}
$$

Here the first sum is the same as in (34) and the second sum is over the admissible highest weights $m_{n}^{\prime \prime}$ of $\mathrm{U}(n)$ for which $m_{i n}^{\prime \prime} \leqslant \min \left(m_{i n}, m_{i n}^{\prime}\right), i=1,2, \ldots, n$. The ratios $\Gamma\left(-z_{1}\right) / \Gamma\left(-z_{2}\right)$ with nonnegative integers $z_{1}$ and $z_{2}$ can appear in (34) and (35). In this case $\Gamma\left(-z_{1}\right) / \Gamma\left(-z_{2}\right)$ must be replaced by $(-1)^{z_{1}+z_{2}} \Gamma\left(1+z_{2}\right) / \Gamma\left(1+z_{1}\right)$.

Proof: Let $\pi\left(1 ; c_{1}, c_{2}\right)$ be an elementary representation, for which none of the numbers $c_{1}$ and $c_{2}$ is integral. Continue the representation $\pi\left(1 ; c_{1}, c_{2}\right)$ of $\mathrm{U}(n, 1)$ to the local representation of $[\mathrm{U}(n, 1)]^{c}$. The element $b_{n+1}(\eta)$ of $\mathrm{U}(n, 1)$ can be represented as
$b_{n+1}(\eta)=\left(\begin{array}{ccccc}1 & & 0 & & \\ & \ddots & & & \\ & & 1 & & \\ 0 & & & 1 & 0 \\ & & & \tanh \eta & 1\end{array}\right)\left(\begin{array}{ccccc}1 & & & 0 & \\ & \ddots & & & \\ 0 & & & \cosh \eta & 0 \\ & & & 0 & \cosh ^{-1} \eta\end{array}\right)\left(\begin{array}{llll}1 & & & \\ & \ddots & & \\ & & 1 & \\ 0 & & & 1 \\ & & \tanh \eta\end{array}\right)$

$$
\begin{equation*}
\equiv b_{.}(\eta) b_{0}(\eta) b_{-}(\eta) \tag{36}
\end{equation*}
$$

or as

$$
\begin{equation*}
b_{n+1}(\eta)=b_{-}(\eta) b_{0}^{-1}(\eta) b .(\eta) \tag{37}
\end{equation*}
$$

The elements $b \cdot(\eta), b_{0}(\eta)$ and $b_{*}(\eta)$ belong to $[\mathrm{U}(n, 1)]^{c}$ and do not belong to $\mathrm{U}(n, 1)$. According to Proposition 2.2 and Proposition 2.3 in Ref. 26, and Lemma proved above, there exists $\eta_{0}^{\prime}, \eta_{0}^{\prime}>0$, such that

$$
\begin{align*}
& T^{1, c_{1}, c_{2}}\left[b_{+}(\eta)\right] T^{1, c_{1}, c_{2}}\left[b_{0}(\eta)\right] T^{1, c_{1}, c_{2}}\left[b_{-}(\eta)\right]\left|m_{n}, \alpha\right\rangle^{\prime}=T^{1, c_{1}, c_{2}}\left[b_{n+1}(\eta)\right]\left|m_{n}, \alpha\right\rangle^{\prime},  \tag{38}\\
& T^{1, c_{1}, c_{2}}[b-(\eta)] T^{1, c_{1}, c_{2}}\left[b_{0}^{-1}(\eta)\right] T^{1, c_{1}, c_{2}}\left[b_{+}(\eta)\right]\left|m_{n}, \alpha\right\rangle^{\prime}=T^{1, c_{1}, c_{2}}\left[b_{n+1}(\eta)\right]\left|m_{n}, \alpha\right\rangle^{\prime} \tag{39}
\end{align*}
$$

for $\eta<\eta_{0}^{\prime}$. Similarly, there exists $\eta_{0}^{\prime \prime}, \eta_{0}^{\prime \prime}>0$, such that relations (29)-(32) can be applied to the operators $T^{1, c_{1}, c_{2}}[b-(\eta)]$ and $T^{1, c_{1}, c_{2}}\left[b_{+}(\eta)\right]$ if $\eta<\eta_{o}^{\prime \prime}$. Hence, the relations (29) and (31) can be applied to the decompositions (38) and (39) if $\eta<\eta_{0} \equiv \min \left\{\eta_{0}^{\prime}, \eta_{0}^{\prime \prime}\right\}$. If we take into account the relations (25) and (26) this gives us (34) and (35) for $\eta<\eta_{0}$. Let us prove (34) and (35) for $\eta \geqslant \eta_{0}$. The relation (34) gives us MEs of the operator $T^{1, c_{1}, c_{2}}\left[b_{n+1}(\eta)\right]$ at any $\eta$ iff at $\eta=0$ (34) gives the unit operator and the relations

$$
\begin{equation*}
\frac{d}{d \eta}\left\langle m_{n}^{\prime}, \alpha^{\prime}\right| T^{1, c_{1}, c_{2}}\left[b_{n+1}(\eta)\right]\left|m_{n}, \alpha\right\rangle=\sum_{m_{n}^{\prime \prime}, \alpha^{\prime \prime}}\left\langle m_{n}^{\prime}, \alpha^{\prime}\right| E_{n, n+1}+E_{n+1, n}\left|m_{n}^{\prime \prime}, \alpha^{\prime \prime}\right\rangle\left\langle m_{n}^{\prime \prime}, \alpha^{\prime \prime}\right| T^{1, c_{1}, c_{2}}\left[b_{n+1}(\eta)\right]\left|m_{n}, \alpha\right\rangle \tag{40}
\end{equation*}
$$

take place ${ }^{25}$ if MEs of $T^{1, c_{1}, c_{2}}\left[b_{n+1}(\eta)\right]$ are taken from (34). According to (9) and (10) the sum in (40) is finite. Due to the fact that this sum is finite and to properties of the infinite sums over $m_{n}^{\prime \prime}$ in (34), the relation (40) is valid for any $\eta$ if it does for some interval of $\eta$. But for $\eta<\eta_{0}$ the relation (40) is valid since for these $\eta$ the relation (34) gives us MEs of $T^{1, c_{1}, c_{2}}\left(b_{n+1}(\eta)\right)$. Hence, (40) takes place for all $\eta$ and the relation (34) is proved for $\pi\left(1 ; c_{1}, c_{2}\right)$. The relation (35) is proved in the same way if we take
infinite sum over $m_{n n}^{\prime \prime}$ instead of $m_{1 n}^{\prime \prime}$. Thus, Theorem is proved for all the representations $\pi\left(1 ; c_{1}, c_{2}\right)$ for which none of the numbers $c_{1}$ and $c_{2}$ is an integer. According to Theorem 1 MEs of the elementary representation $\pi\left(1 ; c_{1}, c_{2}\right)$ are entire analytic functions of $c_{1}$ at fixed 1 and $c_{1}+c_{2}$. Every infinite sum over $m_{1 n}^{\prime \prime}$ in (34) and over $m_{n n}^{\prime \prime}$ in (35) permits an analytic continuation in $c_{1}$. An analytic continuation of (34) and (35) gives us MEs of the operator $T^{1, c_{1}, c_{2}}\left[b_{n+1}(\eta)\right]$ for any elementary representation. The theorem is proved.

Remark: An explicit form of ME (34) and the range of summing over $m_{n}^{\prime \prime}$ shows that ME (34) is an infinite sum over $m_{1 n}^{\prime \prime}$ for every case when $c_{1}$ is not an integer such that $c_{1}>l_{1}$. If $c_{1}$ is an integer such that $c_{1}>l_{1}$ then ME (34) is an infinite sum if and only if $l_{1 n}>c_{1}, l_{1 n}=m_{1 n}-1$. ME (35) is an infinite sum over $m_{n n}^{\prime \prime}$ for every case when $c_{2}$ is not an integer such that $c_{2}<l_{n-1}$. If $c_{2}$ is an integer such that $c_{2}<l_{n-1}$ then ME (35) is an infinite sum if and only if $l_{n n} \leqslant c_{2}, l_{n n}=m_{n n}-n$.

MEs (34) and (35) can be represented as sums of generalized hypergeometric functions ${ }_{q+1} F_{q}$. Indeed, if we choose in (34) $m_{{ }_{1}}^{\prime \prime}$ as the summation parameter of a generalized hypergeometric series then, after simple transformations, ME (34) for $m_{1 n}^{\prime} \geqslant m_{1 n}$ takes the form

$$
\begin{aligned}
& \left\langle m_{n}^{\prime}, \alpha\right| T^{1, c_{1}, c_{2}}\left[b_{n+1}(\eta)\right]\left|m_{n}, \alpha\right\rangle \\
& =\left[\prod_{i<j}\left(l_{i n}-l_{j n}\right)\left(l_{i n}^{\prime}-l_{j n}^{\prime} \frac{\Pi_{i<j}\left(l_{i, n-1}-l_{j n}-1\right)!}{\Pi_{i<j}\left(l_{i n}-l_{j, n-1}\right)!} \frac{\Pi_{i<j}\left(l_{i, n-1}^{\prime}-l_{j n}-1\right)!\left(l_{i}-l_{j n}^{\prime}\right)!\left(l_{i}-l_{j n}\right)!}{\Pi_{i<j}\left(l_{i n}^{\prime}-l_{j, n-1}\right)!\left(l_{i n}-l_{j}-1\right)!\left(l_{i n}^{\prime}-l_{j}-1\right)!}\right]^{1 / 2}\right. \\
& \times \prod_{j=1}^{n} \frac{\Gamma\left(c_{1}-l_{j n}+1\right)}{\Gamma\left(l_{j n}^{\prime}-c_{2}\right)}(\sinh \eta)^{-k_{n}-k_{n}^{\prime}}(\cosh \eta)^{k_{n}+k_{i}^{\prime}-k_{n}}--k_{n \prime} \cdot \sum_{m_{2, n}^{\prime}} \cdots \sum_{m_{n, n}^{\prime \prime}}(\sinh \eta)^{2\left(k_{n}^{\prime \prime}-m_{i, n}^{\prime}\right)} \prod_{i<i, j} \frac{\left(l_{i n}^{\prime \prime}-l_{j, n-1}\right)!}{\left(l_{i n}^{\prime \prime}-l_{j n}^{\prime}\right)!} \\
& \times \prod_{i<j} \frac{\left(l_{i n}-l_{j n}^{\prime \prime}-1\right)!\left(l_{i n}-l_{j n}^{\prime \prime}-1\right)!}{\left(l_{i, n-1}-l_{j n}^{\prime \prime}-1\right)!} \frac{\Pi_{1<i<j}\left(l_{i n}^{\prime \prime}-l_{j n}^{\prime \prime}\right) \Pi_{1<i j}\left(l_{i n}^{\prime \prime}-l_{j}-1\right)!}{\Pi_{1<i<j}\left(l_{i n}^{\prime \prime}-l_{j n}\right)!} \prod_{i<j}\left(l_{i}-l_{j n}^{\prime \prime}\right)!\quad \prod_{i=2}^{n} \frac{\Gamma\left(l_{i n}^{\prime \prime}-c_{2}\right)}{\Gamma\left(c_{1}-l_{j n}^{\prime \prime}+1\right)}
\end{aligned}
$$

where
$W_{m_{n}, m_{i}^{\prime}}^{1, c_{1}, c_{2}}(\eta)=(\sinh \eta)^{2 m_{i \prime \prime}^{\prime}} \frac{\Gamma\left(l_{1 n}^{\prime}-c_{2}\right)}{\Gamma\left(c_{1}-l_{1 n}^{\prime}+1\right)} \prod_{j=2}^{n} \frac{\left(l_{1 n}^{\prime}-l_{j}-1\right)!\left(l_{1 n}^{\prime}-l_{j n}^{\prime \prime}\right)}{\left(l_{1 n}^{\prime}-l_{j n}^{\prime}\right)!} \frac{\Pi_{j=1}^{n-1}\left(l_{1 n}^{\prime}-l_{j, n-1}\right)!}{\prod_{j=1}^{n}\left(l_{i_{n}}^{\prime}-l_{j n}\right)!}$.
The relation (41) gives ME (34) for $m_{1 n}^{\prime}<m_{1 n}$ if the permutation $m_{1 n}^{\prime} \leftrightarrow m_{1 n}$ is made in the product $W_{m_{1,}, m_{n}^{\prime}}^{1, c_{1}, c_{2}}(\eta)_{3 n-1} F_{3 n-2}$. In (41) the sums are over all the integers $m_{2 n}^{\prime \prime}, \ldots, m_{n n}^{\prime \prime}$, for which $m_{i-1} \geqslant m_{i n}^{\prime \prime} \geqslant \max \left\{m_{i n}, m_{i n}^{\prime}\right\}$ where $m_{i-1}=l_{i-1}+i$. The notation $\left\{a_{i}\right\}_{p}^{q}, p \leqslant q$, means a set of the numbers $a_{p}, a_{p+1}, \ldots, a_{q}$.

For $m_{n n}^{\prime} \geqslant m_{n n} \mathrm{ME}$ (35) can be represented as

$$
\begin{align*}
& \left\langle m_{n}^{\prime}, \alpha\right| T^{1, c_{1}, c_{2}}\left[b_{n+1}(\eta)\right]\left|m_{n}, \alpha\right\rangle \\
& =\left[\prod_{i<j}\left(l_{i n}-l_{j n}\right)\left(l_{i n}^{\prime}-l_{j n}^{\prime}\right) \frac{\Pi_{i<j}\left(l_{i n}^{\prime}-l_{j, n-1}\right)!\left(l_{i n}-l_{j, n-1}\right)!\left(l_{i n}^{\prime}-l_{j}-1\right)!\left(l_{i n}-l_{j}-1\right)!}{\Pi_{i<j}\left(l_{i, n-1}-l_{j n}^{\prime}-1\right)!\left(l_{i, n-1}-l_{j n}-1\right)!\left(l_{i}-l_{j n}^{\prime}\right)!\left(l_{i}-l_{j n}\right)!}\right]^{1 / 2} \\
& \times \prod_{i=1}^{n} \frac{\Gamma\left(l_{i n}-c_{2}\right)}{\Gamma\left(c_{1}-l_{i n}^{\prime}+1\right)}(\cosh \eta)^{k_{n}}{ }_{1}+k_{n, 1-k_{n}-k_{n}^{\prime}}^{\left.\left.(\sinh \eta)^{k_{n}+k_{i n}^{\prime}} \sum_{m_{i n}^{\prime \prime}} \cdots \sum_{m_{n}^{\prime \prime}}(\sinh \eta)^{2\left(-m_{1, n}^{\prime \prime}-\ldots-m_{n}^{\prime \prime}\right.} 1 . . n\right)\right)} \\
& \times \prod_{i<j}\left(l_{i n}^{\prime \prime}-l_{j n}-1\right)!\frac{\Pi_{i<j<n}\left(l_{i n}^{\prime \prime}-l_{j n}^{\prime \prime}\right)\left(l_{i, n-1}-l_{j n}^{\prime \prime}-1\right)!\left(l_{i}-l_{j n}^{\prime \prime}\right)!}{\Pi_{i<j<n}\left(l_{i n}-l_{j n}^{\prime \prime}\right)!\left(l_{i n}^{\prime}-l_{j n}^{\prime \prime}\right)!\left(l_{i n}^{\prime \prime}-l_{j}-1\right)!} \frac{\Pi_{i<j}\left(l_{i n}^{\prime \prime}-l_{j n}^{\prime}-1\right)!}{\Pi_{i<j}\left(l_{i n}^{\prime \prime}-l_{j, n-1}\right)!} \\
& \times \prod_{i=1}^{n=1} \frac{\Gamma\left(c_{1}-l_{j n}^{\prime \prime}+1\right)}{\Gamma\left(l_{i n}^{\prime \prime}-c_{2}\right)} V_{m_{n}, m_{n}^{\prime \prime}}^{1, c_{1}, c_{2}}(\eta)_{3 n-1} F_{3 n-2} \\
& \times\left[\begin{array}{l|l}
c_{1}-l_{n n}+1, c_{2}-l_{n n}+1,\left\{l_{i}-l_{n n}+1\right\}_{1}^{n-1},\left\{l_{i, n-1}-l_{n n}\right\}_{1}^{n-1},\left\{l_{i n}^{\prime \prime}-l_{n n}+1\right\}_{1}^{n-1} & -\sinh ^{2} \eta \\
\left\{l_{i n}-l_{n n}+1\right\}_{1}^{n-1},\left\{l_{i n}^{\prime}-l_{n n}+1\right\}_{1}^{n},\left\{l_{i n}^{\prime \prime}-l_{n n}\right\}_{1}^{n-1} &
\end{array}\right. \tag{42}
\end{align*}
$$

where
$V_{m_{1, m}^{1, m_{n}}}^{1, c_{1}, c_{2}}(\eta)=(\sinh \eta)^{-2 m_{n, \prime \prime}} \frac{\Gamma\left(c_{1}-l_{n n}+1\right)}{\Gamma\left(l_{n n}-c_{2}\right)} \prod_{i=1}^{n} \frac{\left(l_{i}-l_{n n}\right)!\left(l_{i, n-1}-l_{n n}-1\right)!}{\left(l_{i n}-l_{n n}\right)!} \frac{\prod_{i=1}^{n-1}\left(l_{i n}^{\prime \prime}-l_{n n}\right)}{\prod_{i=1}^{n}\left(l_{i n}^{\prime}-l_{n n}\right)!}$.
The relation (42) gives us ME (35) also for $m_{n n}^{\prime}<m_{n n}$ if the permutation $m_{n n} \leftrightarrow m_{n n}^{\prime}$ is made in the product $V_{m_{n}, m_{i}}^{1, c_{1}, c_{2}}(\eta)_{3 n-1} F_{3 n-2}$. In (42) the sums are over all the integers $m_{1 n}^{\prime \prime}, \ldots, m_{n-1, n}^{\prime \prime}$, for which $\min \left\{m_{i n}, m_{i n}^{\prime}\right\} \geqslant m_{i n}^{\prime \prime} \geqslant m_{i}$.

## VIII. MATRIX ELEMENTS OF UNITARY AND FINITE DIMENSIONAL REPRESENTATIONS OF $\mathbf{U}(n, 1)$

MEs of unitary and finite dimensional representations of $\mathrm{U}(n, 1)$ in the standard basis will be denoted by $\left\langle m_{n}, \alpha\right| T\left|m_{n}^{\prime}, \alpha^{\prime}\right\rangle_{s}$. To find them we shall use Theorem 4 and the relations (18) and (19).

Classification of UIRs of $\mathrm{U}(n, 1)$ is given in Sec. V. Below we use the notation of classes of UIRs introduced in Sec. V. For $n+1$ numbers $\left(1 ; c_{1}, c_{2}\right) \equiv\left(l_{1}, l_{2}, \ldots, l_{n-1}, c_{1}, c_{2}\right)$ and for the transposition $s$ of these numbers we define $n+1$ numbers $s\left(1, c_{1}, c_{2}\right)$. The permutation of the $i$ th and $j$ th numbers is denoted by $s_{i j}$.

Theorem 5: The unitarizable representations of (a1) and ( f 1 ) of the classification of UIRs of $\mathrm{U}(n, 1)$ are unitary in an orthonormal basis of the space $L_{\delta}^{2}\left(K, H_{\delta}\right)$. Their MEs in the canonical basis are given by (33)-(35). MEs of the operator $T\left(b_{n, 1}(\eta)\right)$ of any other unitarizable representation, characterized by the numbers $1, c_{1}, c_{2}$, or of the finite dimensional representation $\Omega\left(c_{1}, 1, c_{2}\right)$ in the standard basis are given by

$$
\begin{align*}
& \left\langle m_{n}, \alpha\right| T\left(b_{n, 1}(\eta)\right)\left|m_{n}^{\prime}, \alpha\right\rangle \\
& \quad=(-1)^{\beta} \frac{\mu_{m_{n}^{\prime}, c_{i}}^{1, c_{i}}}{\mu_{m}^{1, c_{i}}}\left\langle m_{n}, \alpha\right| T^{1, c_{,}, c_{1}}\left(b_{n+1}(\eta)\right)\left|m_{n}^{\prime}, \alpha\right\rangle \tag{43}
\end{align*}
$$

where the right-hand side contains ME of the corresponding elementary representation $\pi\left(1 ; c_{2}, c_{1}\right)$, and $\beta=0$ for the unitarizable representations of (a2), (a3), (b1), (c1), (e1), (e2), and finite dimensional representations; $\beta=\Sigma_{r=1}^{\prime \prime}\left(l_{r n}+l_{r n}^{\prime}\right)$ for the representations of (d1), (d2), and (c2); $\beta=\Sigma_{r=i+1}^{n}\left(l_{r n}+l_{r n}^{\prime}\right)$ for the representations of (b2).

Proof: According to Theorem 3 and relations (18) and (19), first of all it is necessary to find the elementary representations which contain unitarizable and finite dimensional representations as subrepresentations. The composition series (i.e., the structure) of elementary representations are described in Ref. 20. According to results of Ref. 20, the elementary representation $\pi\left(l^{\prime} ; c_{2}^{\prime}, c_{1}^{\prime}\right)$ contains the unitarizable representation, characterized by the numbers $\left(1 ; c_{1}, c_{2}\right)$ (given in the classification of unitary representations in Sec. V), if
$\left(l^{\prime}, c_{1}^{\prime}, c_{2}^{\prime}\right)=\left(1, c_{1}, c_{2}\right)$ for the representations of (a2), (a3), (b1), (cl), (e1), (e2); if $\left(\mathrm{l}^{\prime}, c_{1}^{\prime}, c_{2}^{\prime}\right)=\left(s_{n, n+1} s_{i n}\left(1, c_{1}, c_{2}\right)\right.$ for the representations (b2); if $\left(1^{\prime}, c_{1}^{\prime}, c_{2}^{\prime}\right)=s_{n, n+1} s_{n+1, j}{ }_{1}\left(1, c_{1}, c_{2}\right)$ for the representations of (c2) for which $i<j-1$; if
$\left(1^{\prime}, c_{1}^{\prime}, c_{2}^{\prime}\right)=s_{n, n+1} s_{n+1, i}\left(1, c_{1}, c_{2}\right)$ for the representations of (c2), for which $j=i+1$; if $\left(1^{\prime}, c_{1}^{\prime}, c_{2}^{\prime}\right)=s_{n, n+1}\left(1, c_{1}, c_{2}\right)$ for the representations of (f1) and (f2). According to (18) and (19) MEs of the unitarizable representation, characterized by the numbers $1, c_{1}, c_{2}$, in the standard basis are

$$
\begin{align*}
& \left\langle m_{n}, \alpha\right| T\left[b_{n+1}(\eta)\right]\left|m_{n}^{\prime}, \alpha\right\rangle_{s} \\
& \quad=\frac{\mu_{m_{n}^{\prime}}^{1, c_{n}^{\prime}, c_{3}^{\prime}}}{\mu_{m_{n}}^{1, c_{n}^{\prime}, c_{2}^{\prime}}}\left\langle m_{n}, \alpha\right| T^{1, c_{n}^{\prime}, c_{i}^{\prime}}\left[b_{n+1}(\eta)\right]\left|m_{n}^{\prime}, \alpha\right\rangle \tag{44}
\end{align*}
$$

where MEs of the right-hand side are given by Theorem 4. Applying the relation $\Gamma(z) \Gamma(1-z)=\pi / \sin (\pi z)$ to the right-hand side of (44), after simple transformations we obtain (43) for every type of unitary representations and for finite dimensional representations. The theorem is proved.

Let us note that the relation (43) with $\beta=0$ also defines unitarized MEs of the operator $T\left(b_{n+1}(\eta)\right)$ of the principal unitary series representations. This means that the operator $A$ of Theorem 3 is unitary if the representation $\pi\left(1 ; c_{1}, c_{2}\right)$ belongs to the principal unitary series.

It follows from Theorem 5 and Remark in Sec. VII that for some UIRs all their MEs are expressed as finite sums. This is true for the UIRs of $\mathrm{U}(n, 1)$ which contain only those UIRs of $\mathrm{U}(n)$, for which $l_{1 n} \leqslant m$ or $l_{n n} \geqslant m^{\prime}$ for some fixed $m$ and $m^{\prime}$. Theorem 5 and the Remark in Sec. VII show that MEs of finite dimensional irreducible representations are finite sums.

## IX. MATRIX ELEMENTS AND CLEBSCHGORDAN COEFFICIENTS OF U( $n$ )

It was shown in Sec. III that MEs of UIRs of $\mathrm{U}(n+1)$ can be obtained from MEs of finite dimensional representations of $\mathrm{U}(n, 1)$ by the analytic continuation of parameters of the group $\mathrm{U}(n, 1)$ to parameters of $\mathrm{U}(n+1)$. According to results of Ref. 23 , any element $g, g \in \mathrm{U}(n+1)$, can be represented as

$$
\begin{equation*}
g=h a_{n+1}\left(\varphi_{n+1}\right) \beta_{n+1}\left(\theta_{n+1}\right) \tilde{h}, \tag{45}
\end{equation*}
$$

where $h, \tilde{h}$, and $a_{n+1}\left(\varphi_{n+1}\right)$ are the same as in (20)-(22), and

$$
\beta_{n+1}\left(\theta_{n+1}\right)=\left(\begin{array}{ccccc}
1 & & & & 0  \tag{46}\\
& \ddots & & & \\
& & 1 & & \\
& 0 & & \cos \theta_{n+1} & -\sin \theta_{n+1} \\
& & & \sin \theta_{n+1} & \cos \theta_{n+1}
\end{array}\right), \quad 0 \leqslant \theta_{n+1} \leqslant \frac{\pi}{2}
$$

Therefore, we have to continue analytically the parameter $\eta$. But the continuation $\eta \rightarrow i \theta_{n+1}$ does not transfer the matrix $b_{n+1}(\eta)$ into the matrix $\beta_{n+1}\left(\theta_{n+1}\right)$. We have to continue the matrix $s^{-1} b_{n+1}(\eta) s$, where $s=\left(\begin{array}{ll}E & 0 \\ 0 & i\end{array}\right), E$ being the unit $(n \times n)$ matrix. Really,

$$
s^{-1} b_{n+1}(\eta) s=\left(\begin{array}{ccccc}
1 & & & & 0  \tag{47}\\
& \ddots & & & \\
& & 1 & & \\
& 0 & & \cosh \eta & i \sinh \eta \\
& & & -i \sinh \eta & \cosh \eta
\end{array}\right) \stackrel{\eta \rightarrow i \theta}{\rightarrow}\left(\begin{array}{ccccc}
1 & & & & 0 \\
& \ddots & & & \\
& & 1 & & \\
& 0 & & \cos \theta & -\sin \theta \\
& & & \sin \theta & \cos \theta
\end{array}\right)
$$

Hence, we shall obtain unitarized MEs of the operator $T\left(\beta_{n+1}\left(\theta_{n+1}\right)\right)$ of UIR of $\mathrm{U}(n+1)$ if we do the analytic continuation $\eta \rightarrow i \theta$ in MEs of the operator $T\left(s^{-1} b_{n+1}(\eta) s\right)$ of a finite dimensional representation of $\mathrm{U}(n, 1)$, provided these MEs are written in the standard basis. As a result we have

$$
\begin{align*}
& { }_{s}\left\langle\tilde{m}_{n}, \alpha\right| T\left(\beta_{n+1}(\theta)\right)\left|m_{n}, \alpha\right\rangle_{s} \\
& =\left[\prod_{i<j}\left(l_{i n}-l_{j n}\right)\left(\tilde{l}_{i n}-\tilde{l}_{j n}\right) \frac{\Pi_{i<j}\left(l_{i, n-1}-\tilde{l}_{j n}-1\right)!\left(l_{i, n-1}-l_{j n}-1\right)!\Pi_{i<j}\left(l_{i, n+1}-l_{j n}\right)!\left(l_{i, n+1}-\tilde{l}_{j n}\right)!}{\Pi_{i<j}\left(\tilde{l}_{i n}-l_{j, n+1}-1\right)!\left(l_{i n}-l_{j, n+1}-1\right)!\Pi_{i \leqslant j}\left(l_{i n}-l_{j, n-1}\right)!\left(\tilde{l}_{i n}-l_{j, n-1}\right)!}\right]^{1} \\
& \times(\cos \theta)^{k_{n}+\bar{k}_{u}-k_{n},-k_{n}, 1} \sum_{m_{i, \ldots, \ldots, m_{n, n}^{\prime}}(-1)^{k_{i}^{\prime}-k_{" \prime}}(\sin \theta)^{2 k_{i}^{\prime}-k_{n}-\vec{k}_{n}}} \\
& \times \frac{\Pi_{i<j}\left(l_{i n}^{\prime}-l_{j, n+1}-1\right)!\Pi_{i \leqslant j}\left(l_{i n}^{\prime}-l_{j, n-1}\right)!\Pi_{i<j}\left(\tilde{l}_{i n}-l_{j n}^{\prime}-1\right)!\left(l_{i n}-l_{j n}^{\prime}-1\right)!}{\Pi_{i<j}\left(l_{i, n+1}-l_{j n}^{\prime}\right)!\Pi_{i<j}\left(l_{i, n-1}-l_{j n}^{\prime}-1\right)!\Pi_{i<j}\left(l_{i n}^{\prime}-\tilde{l}_{j n}\right)!\left(l_{i n}^{\prime}-l_{j n}\right)!} \prod_{i<j}\left(l_{i n}^{\prime}-l_{j n}^{\prime}\right) . \tag{48}
\end{align*}
$$

Here $l_{1, n+1}, l_{2, n+1}, \ldots, l_{n+1, n+1}$ are the numbers which are defined by the highest weight $\left(m_{1, n+1}, m_{2, n+1}, \ldots, m_{n+1, n+1}\right)$ of the representation by the relation $l_{i, n+1}=m_{i, n+1}-i$. The sum is over all $m_{n}^{\prime}$, for which $m_{i, n+1} \geqslant m_{i, n}^{\prime} \geqslant \max \left(m_{i n}, \tilde{m}_{i n}\right)$. The relation (48) is obtained under the condition that for the right-hand side of (43) the relation (34) was used. The relation (35) for the right-hand side of (43) leads to

$$
\begin{align*}
& { }_{s}\left\langle\tilde{m}_{n}, \alpha\right| T\left[\beta_{n+1}(\theta)\right]\left|m_{n}, \alpha\right\rangle_{s} \\
& =\left[\prod_{i<j}\left(l_{i n}-l_{j n}\right)\left(\tilde{l}_{i n}-\tilde{l}_{j n}\right) \frac{\Pi_{i<j}\left(l_{i n}-l_{j, n+1}-1\right)!\left(\tilde{l}_{i n}-l_{j, n+1}-1\right)!\Pi_{i \ll}\left(l_{i n}-l_{j, n-1}\right)!\left(\tilde{l}_{i n}-l_{j, n-1}\right)!}{\Pi_{i<j}\left(l_{i, n-1}-l_{j n}-1\right)!\left(l_{i, n-1}-\tilde{l}_{j n}-1\right)!\Pi_{i \leqslant j}\left(l_{i, n+1}-\tilde{l}_{j n}\right)!\left(l_{i, n+1}-l_{j n}\right)!}\right]^{1 / 2} \\
& \times(\cos \theta)^{k_{n}+k_{n}} \quad 1-k_{n}-\tilde{k}_{a} \sum_{m_{i}^{\prime}, \ldots, m_{m, n}^{\prime}}(-1)^{\bar{k}_{n}-k_{n}^{\prime}}(\sin \theta)^{-2 k_{n}+k_{n}+\tilde{k}_{n}} \\
& \times \frac{\Pi_{i<j}\left(l_{i, n+1}-l_{j n}^{\prime}\right)!\Pi_{i<j}\left(l_{i, n-1}-l_{j n}^{\prime}-1\right)!\left(l_{i n}^{\prime}-l_{j n}-1\right)!\left(l_{i n}^{\prime}-\tilde{l}_{j n}-1\right)!}{\Pi_{i<j}\left(l_{i n}^{\prime}-l_{j, n+1}-1\right)!\Pi_{i<j}\left(l_{i n}^{\prime}-l_{j, n-1}\right)!\Pi_{i<j}\left(l_{i n}-l_{j n}^{\prime}\right)!\left(\tilde{l}_{i n}-l_{j n}^{\prime}\right)!} \prod_{i<j}\left(l_{i n}^{\prime}-l_{j n}^{\prime}\right) . \tag{49}
\end{align*}
$$

The sum is over all $m_{n}^{\prime}$ for which $m_{i+1, n+1} \leqslant m_{i n} \leqslant \min \left(m_{i n}, \tilde{m}_{i n}\right)$.
The MEs (48) and (49) can be written through the generalized hypergeometric function ${ }_{3 n-1} F_{3 n-2}$.
Now find MEs of a representation operator corresponding to an arbitrary element of $\mathrm{U}(n)$. According to (45)

Put $h=e[e$ is the unit of $\mathrm{U}(n)]$ in (50). Then
where $A{\frac{m_{n}}{m}}_{m_{n}},\left(\varphi_{n}\right)$ is ME of the representation operator for $a_{n}=a_{n}\left(\varphi_{n}\right)$ and $\alpha^{\prime}$ is the Gel'fand-Zetlin scheme $\alpha$ without the first line $m_{n-2}$. Since $\tilde{h}$ decomposes according to (22), the relation (55) gives us

Thus, MEs of the representation operator corresponding to an arbitrary element of $\mathrm{U}(n)$, are defined by (51), (33), (52), (48), and (49).

Now we use MEs of UIRs of $\mathrm{U}(n)$ to derive CGCs of this group. The following integral relation is valid,

$$
\begin{align*}
& \sum_{\gamma}\left\langle\begin{array}{cc|c}
\bar{m}_{n} & \tilde{m}_{n} & m_{n} \\
\bar{m}_{n-1} & \tilde{m}_{n-1} & m_{n-1} \\
\vdots & \vdots & \vdots
\end{array}\right\rangle^{\gamma}\left\langle\left.\begin{array}{cc|c}
\bar{m}_{n} & \tilde{m}_{n} & m_{n} \\
\bar{m}_{n-1}^{\prime} & \bar{m}_{n-1}^{\prime} & m_{n-1}^{\prime} \\
\vdots & \vdots & \vdots
\end{array} \right\rvert\,\right\rangle \tag{53}
\end{align*}
$$

where $\gamma$ labels the multiple representations $T^{m_{n}}$ in the tensor product of the representations $T^{m_{n}}$ and $T^{m_{"}}$; * means the complex conjugation.

The invariant measure $d g$ on $\mathrm{U}(n)$ is defined by means of the decomposition (45) in the same way as in the case of the group $\mathrm{U}(n, 1)$. Namely, if $g=h a_{n}\left(\varphi_{n}\right) b_{n}\left(\theta_{n}\right) \tilde{h}, g \in \mathrm{U}(n)$, then

$$
\begin{equation*}
d g=\frac{(n-1)!}{2 \pi^{n}} \prod_{k=2}^{n} \sin ^{2 k-3} \theta_{k} \cos \theta_{k} d \theta_{k} \prod_{r=1}^{n} d \varphi_{r} d h \tag{54}
\end{equation*}
$$

where $d h$ is invariant measure on $\mathrm{U}(n-1)$, normalized by the condition $\int_{\mathrm{U}(n-1)} d h=1$. Taking into account (51), (52), (54), and using the relation (53) for the subgroup $\mathrm{U}(n-1)$, we have

$$
\begin{aligned}
& \sum_{\gamma,}\left\langle\begin{array}{cc|c}
\bar{m}_{n} & \bar{m}_{n} & m_{n} \\
\bar{m}_{n-1} & \tilde{m}_{n-1} & m_{n-1} \\
\vdots & \vdots & \vdots
\end{array}\right)^{\gamma_{n}}\left\langle\begin{array}{cc|c}
m_{n} & \widetilde{m}_{n} & m_{n} \\
\bar{m}_{n-1}^{\prime} & \bar{m}_{n-1}^{\prime} & m_{n-1}^{\prime} \\
\vdots & \vdots & \vdots
\end{array}\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
& \times \prod_{k=2}^{n} I_{k}^{1} I_{k}\left\{\begin{array}{l}
\overline{m_{k}^{\prime}} ; \dot{m}_{k-1} ; \bar{m}_{k-1}^{\prime} ; \dot{m}_{k-2} \\
\widetilde{m}_{k}^{\prime} ; \ddot{m}_{k-1} ; \tilde{m}_{k-1}^{\prime} ; \ddot{m}_{k-2} \\
m_{k}^{\prime} ; \hat{m}_{k-1} ; m_{k-1}^{\prime} ; \hat{m}_{k-2}
\end{array} \int_{0}^{2 \pi} d \varphi_{1} A^{\overline{m_{i}^{\prime}}}\left(\varphi_{1}\right) A^{\overline{m_{i}}}\left(\varphi_{1}\right) A^{m_{i}^{\prime}}\left(\varphi_{1}\right)^{*} \prod_{i=1}^{n} \int_{0}^{2 \pi} A_{m_{i}}^{\bar{m}_{i}^{\prime}}\left(\varphi_{i}\right) A_{\dot{m}_{i}}^{\bar{m}_{i}^{\prime}}\left(\varphi_{i}\right) A_{m_{i}}^{m_{i}^{\prime}}\left(\varphi_{i}\right)^{*} d \varphi_{i},\right.
\end{aligned}
$$

where
$I_{k}\left\{\begin{array}{l}\bar{m}_{k} ; \bar{m}_{k-1} ; \bar{m}_{k-1}^{\prime} ; \bar{m}_{k-2} \\ \bar{m}_{k} ; \widetilde{m}_{k-1} ; \bar{m}_{k-1}^{\prime} ; \tilde{m}_{k-2} \\ m_{k} ; m_{k-1} ; m_{k-1}^{\prime} ; m_{k-2}\end{array}\right\}$

Now carry out the integrations. According to (33)

$$
\begin{equation*}
\int_{0}^{2 \pi} d \varphi_{i} A_{\frac{\bar{m}_{i}}{m_{i}}}^{\stackrel{\bar{m}_{i}}{ }}\left(\varphi_{i}\right) A_{\bar{m}_{i}}^{\bar{m}_{i}},\left(\varphi_{i}\right) A_{m_{i},}^{m_{i}}\left(\varphi_{i}\right)=2 \pi \delta_{0, \bar{k}_{i},+\dot{k}_{i},-k_{i}+k_{i}-\bar{k}_{i}-\bar{k}_{i}} . \tag{57}
\end{equation*}
$$

To complete the integration in (56), we represent the relations (48) and (49) as

$$
\begin{align*}
& d_{\frac{m_{n}}{m_{n}}, m_{n} ; m_{n}}(\theta)=\sum_{m_{1, n}^{\prime}, \ldots, m_{n}^{\prime}, \ldots,} F_{n-1}^{(1)}\left(m_{n} ; \tilde{m}_{n-1}, m_{n-1} ; m_{n-2}\right) \\
& \times(\sin \theta)^{2 k_{n}} \quad 1-k_{n},-\bar{k}_{n}(\cos \theta)^{k_{n}} 1+\dot{k}_{n}, \cdots k_{n} \quad 2-k_{n},  \tag{58}\\
& d \frac{m_{n}}{m_{n} \quad, m_{n} \quad: m_{n}}(\theta)=\sum_{m_{1, \ldots}^{\prime}, \ldots, m_{n}^{\prime}} \quad F_{n-1}^{(2)}\left(m_{n} ; \widetilde{m}_{n-1}, m_{n-1} ; m_{n-2}\right) \\
& \times(\sin \theta)^{-2 k_{"}^{\prime}} \quad 1+k_{n} \quad{ }_{1}+\hat{k}_{n} \quad(\cos \theta)^{k_{n}+k_{n \prime}} z_{2}-k_{n} \quad 1-\hat{k}_{n \prime} \quad \text { '. } \tag{59}
\end{align*}
$$

Now the relation (56) can be written as
$I_{s}\left\{\begin{array}{l}\bar{m}_{s} ; \bar{m}_{s-1} ; \bar{m}_{s-1}^{\prime} ; \bar{m}_{s-2} \\ \tilde{m}_{s} ; \tilde{m}_{s-1} ; \tilde{m}_{s-1}^{\prime} ; \tilde{m}_{s-2} \\ m_{s} ; m_{s-1} ; m_{s-1}^{\prime} ; m_{s-2}\end{array}\right\}$

$$
\begin{equation*}
=\sum_{\bar{m}_{1}, \ldots, \bar{m}_{n}, \tilde{m}_{1, \ldots}, \ldots, \tilde{m}_{,}, \ldots, m_{1, \ldots}^{\prime \prime}, \ldots, m_{n}^{\prime \prime}, \ldots} Q_{1} \int_{0}^{\pi / 2} d \theta_{s}\left(\sin \theta_{s}\right)^{\mu-1}\left(\cos \theta_{s} v^{v-1}\right. \tag{60}
\end{equation*}
$$

where

$$
\begin{align*}
& Q_{1}=F_{s-1}^{(1)}\left(\bar{m}_{s} ; \bar{m}_{s-1}, \bar{m}_{s-1}^{\prime} ; \bar{m}_{s-2}\right) F_{s-1}^{(1)}\left(\widetilde{m}_{s} ; \widetilde{m}_{s-1}, \widetilde{m}_{s-1}^{\prime} ; \widetilde{m}_{s-2}\right) F_{s-1}^{(1)}\left(m_{s} ; m_{s-1} ; m_{s-1}^{\prime} ; m_{s-2}\right),  \tag{61}\\
& \mu=2\left(s-1+\bar{k}_{s-1}+{\widetilde{k_{s-1}}}+k_{s-1}^{\prime \prime}\right)-\bar{k}_{s-1}-\bar{k}_{s-1}^{\prime}-\widetilde{k}_{s-1}-\widetilde{k}_{s-1}^{\prime}-k_{s-1}-k_{s-1}^{\prime}  \tag{62}\\
& v=2+\bar{k}_{s-1}-\bar{k}_{s-1}^{\prime}+\widetilde{k}_{s-1}+\widetilde{k}_{s-1}^{\prime}+k_{s-1}+k_{s-1}^{\prime}-\bar{k}_{s}-\widetilde{k}_{s}-k_{s}-\bar{k}_{s-2}-\widetilde{k}_{s-2}-k_{s-2} \tag{63}
\end{align*}
$$

and the sum is the same as in (58). According to the relation 3.621(5) in Ref. 29 the integral (60) exists if $\operatorname{Re} \mu>0, \operatorname{Re} v>0$, and under these conditions

$$
\begin{equation*}
\int_{0}^{\pi / 2}(\sin \theta)^{\mu-1}(\cos \theta)^{\nu-1} d \theta=\frac{1}{2} B(\mu / 2, v / 2) \tag{64}
\end{equation*}
$$

where $B(x, y)$ is a beta function. It is obvious that the parameter $\mu$ in (62) is always positive. The parameter $v$ in (63) can be both positive and negative. If $v>0$, then the integral in (60) is equal to (64) with $\mu$ and $v$ defined by (62) and (63), respectively.

Let $v \leqslant 0$. Then

$$
\begin{equation*}
\overline{k_{s}}+\widetilde{k}_{s}+k_{s}+\bar{k}_{s-2}+\widetilde{k}_{s-2}+k_{s-2} \geqslant \bar{k}_{s-1}+\bar{k}_{s-1}^{\prime}+\widetilde{k}_{s-1}+\widetilde{k}_{s-1}^{\prime}+k_{s-1}+k_{s-2}^{\prime}+2 . \tag{65}
\end{equation*}
$$

In this case we use $d$-function (59) for the integrand in (56). We have
$I_{s}\left\{\begin{array}{l}\bar{m}_{s} ; \bar{m}_{s-1} ; \bar{m}_{s-1}^{\prime} ; \bar{m}_{s-2} \\ \tilde{m}_{s} ; \bar{m}_{s-1} ; \tilde{m}_{s-1}^{\prime} ; \tilde{m}_{s-2} \\ m_{s} ; m_{s-1} ; m_{s-1}^{\prime} ; m_{s-2}\end{array}\right\}$

$$
\begin{equation*}
=\sum_{\bar{m}_{1,2}} \sum_{\bar{z}_{1, \ldots, \bar{m}_{s}}} \sum_{\tilde{m}_{1 .,}, \ldots, \ldots, \tilde{m}_{s}, \ldots, 1} \sum_{m_{i, s-1}^{\prime \prime}, \ldots, m_{s}^{\prime \prime}} Q_{2} \int_{0}^{\pi / 2} d \theta_{s}\left(\sin \theta_{s} \mu^{\mu^{\prime}-1}\left(\cos \theta_{s}\right)^{v^{\prime}-1}\right. \tag{66}
\end{equation*}
$$

where
$\mu^{\prime}=2\left(s-1-\overline{\widetilde{k}}_{s-1}-\widetilde{\bar{k}_{s-1}}-k_{s-1}^{\prime \prime}\right)+\bar{k}_{s-1}+\bar{k}_{s-1}^{\prime}+\widetilde{k}_{s-1}+\widetilde{k}_{s-1}^{\prime}+k_{s-1}+k_{s-1}^{\prime}$,
$v^{\prime}=2+\bar{k}_{s}+\widetilde{k}_{s}+k_{s}+\widetilde{k}_{s-2}+\widetilde{k}_{s-2}+k_{s-2}-\widetilde{k}_{s-1}-\bar{k}_{s-1}^{\prime}-\widetilde{k}_{s-1}-\widetilde{k}_{s-1}^{\prime}-k_{s-1}-k_{s-1}^{\prime}$,
and $Q_{2}$ is defined by (61) if $F_{s-1}^{(2)}$ is substituted instead of $F_{s-1}^{(1)}$. The parameter $\mu^{\prime}$ of (67) is positive because of a summation condition in (66). According to (65) the parameter $v^{\prime}$ of (68) is positive. The relations (55), (57), (60), and (64) express the sums

$$
\left.\left.\sum_{\gamma}\left\langle\left.\begin{array}{cc|c}
\bar{m}_{n} & \tilde{m}_{n} & m_{n}  \tag{69}\\
\bar{m}_{n-1} & \tilde{m}_{n-1} & m_{n-1} \\
\vdots & \vdots & \vdots
\end{array} \right\rvert\,\right\rangle \begin{array}{cc|c}
\bar{m}_{n} & \tilde{m}_{n} & m_{n} \\
\bar{m}_{n-1}^{\prime} & \tilde{m}_{n-1}^{\prime} & m_{n-1}^{\prime} \\
\vdots & \vdots & \vdots
\end{array}\right|^{\gamma}\right\rangle
$$

through the same sums but written for the subgroup $\mathrm{U}(n-1)$, and therefore, define completely these sums.
Separation of different summands in (69) is a complicated problem and we do not concern it here. This separation is not unique. If the tensor product of the representations $T^{\bar{m}_{n}}$ and $T^{\bar{m}_{n}}$ contains the representation $T^{m_{n}}$ with unit multiplicity, then (69) is reduced to one summand, the latter be defined completely. Separation of the free CGC in this case is fulfilled in the same manner as in Ref. 30 (for the case of the Lorentz group). We omit therefore the discussion of this procedure.

Thus, we have obtained all those CGCs of the group $\mathrm{U}(n)$, for which the resulting representation is contained in the tensor product with a unit multiplicity.

## X. ON THE MATRIX ELEMENTS OF UNITARY AND FINITE DIMENSIONAL REPRESENTATIONS OF THE GROUP SO 0 $(n, 1)$

For the groups $\mathrm{SO}_{0}(n, 1) K \approx \mathrm{SO}(n), M \approx \mathrm{SO}(n-1), A_{+}=\exp \left(a_{+}\right)$, where $a_{+}$is the one-dimensional subalgebra of $\operatorname{so}(n, 1)$ [the Lie algebra of $\mathrm{SO}_{0}(n, 1)$ ] with the basis element $e=E_{n, n+1}+E_{n+1, n}$. Hence an elementary representation of $\mathrm{SO}_{0}(n, 1)$ is defined by an irreducible unitary representation $\delta$ of $\operatorname{SO}(n-1)$ and by a linear form $\Lambda$ on $a_{+}$. The representation $\delta$ is given by the set of numbers $m_{1}, m_{2}, \ldots, m_{[(n-1) / 2]}$ which are all integers or all half-integers (a half-integer means half of an odd integer) such that $m_{1} \geqslant m_{2} \geqslant \cdots \geqslant m_{p-1} \geqslant 0$ for $\mathrm{SO}(2 p-1)$ and $m_{1} \geqslant m_{2} \geqslant \cdots \geqslant m_{p-1} \geqslant\left|m_{p}\right|$ for $\mathrm{SO}(2 p)$. We shall use the numbers $l_{1}, l_{2}, \ldots, l_{[(n-2) / 2]}$ where $l_{i}=m_{i}+[n / 2]-i$. The linear form $\Lambda$ is given by the number $\lambda=\Lambda(e)$. We shall use the number $c=\lambda-[(n-1) / 2]$ instead of the number $\lambda$. The elementary representation $\pi_{\delta, A}$ will be denoted as $\pi\left(l_{1}, l_{2}, \ldots, l_{[(n-1) / 2]}, c\right) \equiv \pi(l, c)$.

There is only one nonidentical element $w$ in the Weyl group $W$ of the pair $\left[\operatorname{so}(n, 1), a_{+}\right]$, and
$\omega \pi(1, c)=\pi(\overline{1},-c) \equiv \pi\left(l_{1}, l_{2}, \ldots, l_{p-1},-l_{p},-c\right)$
in the case of $\mathrm{SO}_{0}(2 p+1,1)$, and
$w \pi(1, c)=\pi(1,1-c)$
in the case of $\mathrm{SO}_{0}(2 p, 1)$.
We choose a basis in the space of the representation $\pi(1, c)$ in such a way that it coincides with the union of the orthonormal Gel'fand-Zetlin bases of subspaces of UIRs of $\operatorname{SO}(n)$. Hence, infinitesimal generators of $\mathrm{SO}(n)$ are given in this basis by well-known Gel'fand-Zetlin relations. We call this basis the canonical basis. Basis elements are denoted by $\left|m_{n}, \alpha\right\rangle$, where
$m_{n}=\left(m_{1 n}, m_{2 n}, \ldots, m_{[n / 2 \mid, n}\right)$ are the numbers, which define UIR of $\operatorname{SO}(n)$, and $\alpha$ is the Gel'fand-Zetlin scheme. It is shown in Ref. 18 that the canonical basis can be chosen in such a way that the infinitesimal operator $E_{n+1, n}$ of the representation $\pi(1, c)$ is given by

$$
\begin{align*}
E_{2 p+2.2 p+1}\left|m_{2 p+1}, \alpha\right\rangle= & \sum_{s=1}^{p}\left(c+l_{s, 2 p+1}\right) \omega_{s}\left(1 ; m_{2 p+1}, \alpha\right)\left|m_{2 p+1}^{+s}, \alpha\right\rangle-\sum_{s=1}^{p}\left(c-l_{s, 2 p+1}+1\right) \omega_{s}\left(1 ; m_{2 p+1}^{-s}, \alpha\right) \\
& \times\left|m_{2 p+1}^{-s}, \alpha\right\rangle+\left[c \prod_{r=1}^{p} l_{r} l_{r, 2 p} / \prod_{r=1}^{p}\left(l_{r, 2 p+1}-1\right) l_{r, 2 p+1}\right]\left|m_{2 p+1}, \alpha\right\rangle \tag{72}
\end{align*}
$$

in the case of $\mathrm{SO}_{0}(2 p, 1)$, and by
$E_{2 p+1,2 p}\left|m_{2 p}, \alpha\right\rangle=\sum_{s=1}^{p}\left(c+l_{s, 2 p}\right) \omega_{s}\left(\mathrm{l} ; m_{2 p}, \alpha\right)\left|m_{2 p}^{+s}, \alpha\right\rangle-\sum_{s=1}^{p}\left(c-l_{s, 2 p}\right) \omega_{s}\left(1 ; m_{2 p}^{-s}, \alpha\right)\left|m_{2 p}^{-s}, \alpha\right\rangle$
in the case of $\mathrm{SO}_{0}(2 p, 1)$. In (72) and (73)
$\omega_{s}\left(1 ; m_{2 p+1}, \alpha\right)=\left|\frac{\Pi_{r=1}^{p}\left(l_{r}^{2}-l_{s, 2 p+1}^{2}\right)\left(l_{r, 2 p}^{2}-l_{s, 2 p+1}^{2}\right)}{l_{s, 2 p+1}^{2}\left(41_{s, 2 p+1}^{2}-1\right) \Pi_{r=1, r \neq s}^{p}\left(l_{r, 2 p+1}^{2}-l_{s, 2 p+1}^{2}\right)\left[\left(l_{r, 2 p+1}-1\right)^{2}-l_{s, 2 p+1}^{2}\right]}\right|^{1 / 2}$,
$\omega_{s}\left(1 ; m_{2 p}, \alpha\right)=\left|\frac{\Pi_{r=1}^{p-1}\left(l_{r, 2 p-1}+l_{s, 2 p}\right)\left(l_{r, 2 p-1}-l_{s, 2 p}-1\right)\left(l_{r}-l_{s, 2 p}\right)\left(l_{r}-l_{s, 2 p}-1\right)}{\Pi_{r=1, r \neq s}^{p}\left(l_{r, 2 p}^{2}-l_{s, 2 p}^{2}\right)\left[l_{r, 2 p}^{2}-\left(l_{s, 2 p}-1\right)^{2}\right]}\right|^{1 / 2}$,
and $l_{i n}=m_{i n}-i+[(n+1) / 2]$.
The representation $\pi(1, c)$ of $\mathrm{SO}_{0}(2 p+1,1)$ is completely (or infinitesimally) irreducible iff neither $c$ nor $-c$ is compared with $l_{1}, l_{2}, \ldots, l_{p}$, or one of the numbers $c,-c$ coincides with one of the numbers $l_{1}, l_{2}, \ldots, l_{p}$, or $\pm c\langle | l_{p} \mid$. The representation $\pi(1, c)$ of $\mathrm{SO}_{0}(2 p, 1)$ is completely (or infinitesimally) irreducible iff $c$ and $1-c$ are not compared with $l_{1}, l_{2}, \ldots, l_{2 p-1}$, or one of the numbers $c, 1-c$ coincides with one of the numbers $l_{1}, l_{2 p}, \ldots, l_{p-1}$. Here " $c$ is compared with $l_{1}, l_{2}, \ldots, l_{[(n-1) / 2]}$ " means that $c$ is an integer for integral $l_{i}$ or $c$ is a half-integer for half-integral $l_{i}$.

The principal unitary series of $\mathrm{SO}_{0}(2 p+1,1)$ consists of the representations $\pi(1, c)$, for which $c=i \rho$, where $\rho$ is real number, and that of $\mathrm{SO}_{0}(2 p, 1)$ consists of $\pi(1, c)$, for which $c=\frac{1}{2}+i \rho, \rho$ be real number. The elementary representation $\pi(l, c)$ contains a finite dimensional representation iff $c$ is compared with $l_{1}, l_{2}, \ldots, l_{[(n-1) / 2]}$, and $c>l_{1}$.

As in the case of $\mathrm{U}(n, 1)$, a completely irreducible representation of $\mathrm{SO}_{0}(n, 1)$ is uniquely defined (up to infinitesimal equivalence) by its infinitesimal character and the set of its UIRs of $\mathrm{SO}(n)$. An infinitesimal character is given by the numbers ( $1, c$ ), which define some elementary representation of $\mathrm{SO}_{0}(n, 1)$ with the same infinitesimal character.

Besides the irreducible elementary and finite dimensional representations, the group $\mathrm{SO}_{0}(2 p+1,1)$ has completely irreducible representations ${ }^{20} D^{j}(1, c), j=1,2, \ldots, p-1$, where $c$ is compared with $l_{1}, l_{2}, \ldots, l_{p}$ and $l_{j}>c>\left|l_{j+1}\right| \cdot D_{j}(1, c)$ contains (with unit multiplicity) those and only those UIRs of $\operatorname{SO}(2 p+1)$, which are contained in the representation $\pi(1, c)$ and, in addition, satisfy the condition $l_{j+1,2 p+1} \leqslant c$.

Besides the irreducible elementary and finite dimensional representations, the group $\mathrm{SO}_{0}(2 p, 1)$ has completely irreducible representations $D^{j}(1, c), j=1,2, \ldots, p-1$ where $c$ is compared with $l_{1}, l_{2}, \ldots, l_{p-1}$ and $l_{j}>c>l_{j+1}$ for $j=1,2, \ldots, p-2$ and $l_{p-1}>c>0$ for $j=p-1$, and completely irreducible representations $D^{\mp}(1, c)$, where $l_{p-1}>1$ and $c$ is compared with $l_{1}, l_{2}, \ldots, l_{p-1}$ and $l_{p-1}>c>0$. The representations $D^{j}(1, c), D^{\mp}(1, c)$ contain those and only those UIRs of SO( $2 p$ ) which are contained in the representation $\pi(1, c)$ and, in addition, satisfy the condition $\left|l_{j+1,2 p}\right|<c$ for $D^{j}(1, c)$, the condition $l_{p, 2 p} \geqslant c$ for $D^{+}(1, c)$, the condition $-l_{p .2 p} \geqslant c$ for $D^{-}(1, c)$.

The following irreducible representations of $\mathrm{SO}_{0}(2 p+1,1)$ are unitarizable:
(1) $\pi(1, i \rho)$, if $\rho$ is real;
(2) $\pi(1, \delta)$, where $0<\sigma<s$ and $s$ is an integer such that $l_{p-r+1}=r-1$ under $r=1,2, \ldots, s$;
(3) $D^{j}(1, p-j), j=1,2, \ldots, p-1$, for which $l_{p-r+1}$ $=r-1, r=1,2, \ldots, p-j$. The following irreducible representations of $\mathrm{SO}_{0}(2 p, 1)$ are unitarizable:
(1) $\pi\left(1, \frac{1}{2}+i \rho\right)$ if $\rho$ is real;
(2) $\pi\left(l, \sigma+\frac{1}{2}\right)$, where $0<\sigma<s+\frac{1}{2}$ and $s$ is an integer such that $l_{p-r}=r, r=1,2, \ldots, s ;$ and $s=0$, if $l_{p-1}>1$;
(3) $D^{j}(1, p-j), j=1,2, \ldots, p-1$, for which under $j \neq p-1 l_{p-r}=r, r=1,2, \ldots, p-j-1$;
(4) $D^{\mp}(1, c)$.

All these representations are unitary if in their spaces orthonormal basis are chosen in such a way that the infinitesimal operator $E_{n+1, n}$ is given by

$$
\begin{align*}
& E_{2 p+2.2 p+1}\left|m_{2 p+1}, \alpha\right\rangle_{s} \\
& =\sum_{i=1}^{p}\left(c^{2}-l_{i, 2 p+1}^{2}\right)^{1 / 2} \omega_{i}\left(1 ; m_{2 p+1}, \alpha\right)\left|m_{2 p+1}^{+i}, \alpha\right\rangle_{s} \\
& -\sum_{i=1}^{p}\left[c^{2}-\left(l_{i, 2 p+1}-1\right)^{2}\right]^{1 / 2} \omega_{i}\left(1 ; m_{2 p+1}^{-i}, \alpha\right)\left|m_{2 p+1}^{-i}, \alpha\right\rangle_{s} \\
& +c \prod_{r=1}^{p}\left[l_{r} l_{r, 2 p} / l_{r, 2 p+1}\left(l_{r, 2 p+1}-1\right)\right]\left|m_{2 p+1}, \alpha\right\rangle_{s} \tag{76}
\end{align*}
$$

for the case of $\mathrm{SO}_{0}(2 p+1,1)$, and by
$E_{2 p+1,2 p}\left|m_{2 p}, \alpha\right\rangle_{s}$

$$
\begin{align*}
& =\sum_{i=1}^{p}\left[\left(c-\frac{1}{2}\right)^{2}-\left(l_{i, 2 p}+\frac{1}{2}\right)^{2}\right]^{1 / 2} \omega_{i}\left(1, m_{2 p}, \alpha\right)\left|m_{2 p}^{+i}, \alpha\right\rangle_{s} \\
& -\sum_{i=1}^{p}\left[\left(c-\frac{1}{2}\right)^{2}-\left(l_{i, 2 p}-\frac{1}{2}\right)^{2}\right]^{1 / 2} \omega_{i}\left(1 ; m_{2 p}^{-i}, \alpha\right)\left|m_{2 p}^{-i}, \alpha\right\rangle_{s} \tag{77}
\end{align*}
$$

for the case of $\mathrm{SO}_{0}(2 p, 1)$. In (76) and (77) $\omega_{i}$ are defined by (74) and (75), respectively.

The principal unitary series representations are unitary in the Hilbert space $L_{\delta}^{2}\left(K, H_{\delta}\right)$. For the unitarization of other unitarizable representations it is necessary to redefine a scalar product in the spaces of the elementary representations. As in the case of the group $\mathrm{U}(n, 1)$ the operator $A$ of transition to unitarized representations of $\mathrm{SO}(n, 1)$ is associated with the intertwining operator corresponding to the nonidentical element $w$ of the Weyl group $W$ [see (70) and (71)]. As in the case of the group $\mathrm{U}(n, 1)$ intertwining operators of the elementary representations of $\mathrm{SO}_{0}(n, 1)$ are diagonal in the canonical basis, and their diagonal MEs do not depend on $\alpha$.

If the representation $\pi(1, c)$ of $\mathrm{SO}_{0}(2 p+1,1)$ is irreducible, then the intertwining operator
$I_{1, c}^{1, c}-\overline{\mathrm{T}}=\left(l_{1}, l_{2}, \ldots, l_{p}, 1,-l_{p}\right)$, is defined by the diagonal MEs

$$
\begin{equation*}
\lambda_{m_{2 p, 1}}=a\left(\widetilde{1},-c, m_{2 p+1}\right) / a\left(1, c, m_{2 p+1}\right) \tag{78}
\end{equation*}
$$

where

$$
a\left(1, c, m_{2 p+1}\right)=\prod_{j=1}^{n} \prod_{\tau=t_{i}+1}^{I_{2 i}}(c+\tau)
$$

If the representation $\pi(1, c)$ of $\mathrm{SO}_{0}(2 p, 1)$ is irreducible, then the intertwining operator $\Pi_{i, 1-c}^{1 . c}$ is defined by the numbers

$$
\begin{equation*}
\lambda_{m_{2 p}}=a\left(1,1-c, m_{2 p}\right) / a\left(1, c, m_{2 p}\right) \tag{79}
\end{equation*}
$$

where

$$
a\left(1, c, m_{2 p}\right)=\prod_{j=1}^{p} \prod_{\tau=l_{1}}^{1 /}(c+\tau) \prod_{\sigma=-1, .}^{1,1} l_{1}^{1}(c+\sigma) .
$$

At fixed $l_{1}, l_{2}, \ldots, l_{|(n-1) / 2|}, \Pi_{1,-c}^{\frac{1}{1}, ~}$ in the case of $\mathrm{SO}_{0}(2 p+1,1)$ and $I I_{\mathrm{I}, \mathrm{I}-\mathrm{c}}^{\mathrm{L}, \mathrm{c}}$ in the case of $\mathrm{SO}_{0}(2 p, 1)$ are oper-ator-valued analytic functions of $c$, which can be meromorphically continued into the whole of the complex plane. The continued operator function will be denoted by $\bar{\Pi} \bar{\Pi}_{\uparrow,, \ldots c}^{\perp}$ and $\bar{\Pi}_{1,1-c}^{1, c}$ respectively. The function $\widetilde{\Pi}_{1,-c}^{\frac{1}{c}, c}$ is regular [and is an intertwining operator for the representations $\pi(1, c)$ and $\pi(\widetilde{l},-c)]$ at all points of complex plane except for the points $c$ which are compared with $l_{1}, l_{2}, \ldots, l_{p}$ and, in addition, satisfy one of the conditions $-c>l_{1} ; l_{j}>-c>l_{j+1}$,
$j=1,2, \ldots, p-2 ; l_{p-1}>-c>\left|l_{p}\right|$. At these points $\bar{\Pi}_{1,-c}^{\frac{1}{c}}$ has simple poles, and corresponding residues are intertwining operators for the representations on $\pi(1, c)$ and $\pi \widetilde{(1,}, c)$ of $\mathrm{SO}_{0}(2 p+1,1)$. These intertwining operators are defined by the numbers $\lambda_{m_{n}}$, which are residues of the numbers (78), as functions of $c$, at corresponding points. All the considered intertwining operators of $\mathrm{SO}_{0}(2 p+1,1)$ will be denoted by $\Pi_{1,-c}^{\perp,}$.

The function $\widetilde{\Pi}_{1,1-c}^{1, c}$ is regular [and is an intertwining operator for the representations $\pi(1, c)$ and $\pi(1,1-c)$ of $\mathrm{SO}_{0}$
$(2 p, 1)]$ at all points of the complex plane except for the points $c$, which are compared with $l_{1}, l_{2}, \ldots, l_{p-1}$, and, in addition, satisfy one of the conditions $1-c>l_{1} ; l_{i}>1-c>l_{i+1}$, $i=1,2, \ldots, p-2 ; l_{p-1}>c>\frac{1}{2}$. At the points indicated $\bar{I}_{1,1-c}^{1, c}$ has simple poles, and corresponding residues are intertwining operators for the representations $\pi(1, c)$ and $\pi(1,1-c)$ of $\mathrm{SO}_{0}(2 p, 1)$. These intertwining operators are defined by the residues of the numbers (79) as functions of $c$, at corresponding points. All the considered intertwining operators of $\mathrm{SO}_{0}(2 p, 1)$ will be denoted by $\Pi_{1,1-c}^{1, c}$.

Unitarizable representations are unitary if new orthonormal bases are chosen such that the noncompact infinitesimal operator $E_{n+1, n}$ is given by (76) for $\mathrm{SO}_{0}(2 p+1,1)$ and by (77) for $\mathrm{SO}_{0}(2 p, 1)$. Such a basis will be called the standard basis. A basis of a finite dimensional representation of $\mathrm{SO}_{0}(n, 1)$ in which MEs can be continued to MEs of UIRs of $\mathrm{SO}_{0}(n+1)$ will be called the standard basis too.

Theorem 6: Let $I_{l_{1}, c^{\prime}}^{1, c}$ be an intertwining operator for $\pi(1, c)$ and $\pi\left(l^{\prime}, c^{\prime}\right)$, where $\left(l^{\prime}, c^{\prime}\right)=(\widetilde{l},-c)$ for $\mathrm{SO}_{0}(2 p+1,1)$ and $\left(1^{\prime}, c^{\prime}\right)=(1,1-c)$ for $\mathrm{SO}_{0}(2 p, 1)$. Let $H$ be the closure of the range of $\Pi_{l, c_{c}^{c}}^{1, c}[H$ coincides with the space of the representation $\pi\left(\mathrm{l}^{\prime}, c^{\prime}\right)$ if $\Pi_{l^{\prime}, c^{\prime}}^{c^{\prime}}$ is reversible]. If the restriction of $\pi\left(l^{\prime}, c^{\prime}\right)$ onto $H$ is a unitarizable or a finite dimensional representation, then the operator $A$ of a transition from the canonical basis $\left|m_{n}, \alpha\right\rangle$ to the standard basis $\left|m_{n}, \alpha\right\rangle_{s}$ of $H$ is given by

$$
\begin{align*}
\left|m_{n}, \alpha\right\rangle_{s} & =A\left|m_{n}, \alpha\right\rangle \\
& =(\sqrt{-1})^{a}\left\langle m_{n}, \alpha\right| I I_{\mid, c, c}^{1, c}\left|m_{n}, \alpha\right\rangle^{1 / 2}\left|m_{n}, \alpha\right\rangle \tag{80}
\end{align*}
$$

where $a=\Sigma_{s-1}^{p} l_{s, n}$.
The proof of the theorem is carried out directly by evaluation of MEs of the operator $A$, the relations (72), (73), (76), and (77) being used.

Introduce the notation

$$
\mu_{m_{n}}^{1, c}=(\sqrt{-1})^{a}\left\langle m_{n}, \alpha\right| \Pi_{l^{\prime}, c^{\prime}}^{1, c}\left|m_{n}, \alpha\right\rangle^{1 / 2}
$$

To obtain MEs of unitary representation from MEs of the elementary representations it is sufficient to know the ratios $\mu_{m_{i}^{\prime}} / \mu_{m_{n} .}$. Theorem 6 implies that
$\frac{\mu_{m_{2, n}}^{1 . c}}{\mu_{m_{\leq, ~}}^{1 . c}}=\prod_{s=1}^{n}\left(\frac{\Gamma\left(c+l_{s, 2 p+1}^{\prime}\right) \Gamma\left(c-l_{s, 2 p+1}^{\prime}+1\right)}{\Gamma\left(c+l_{s, 2 p+1}\right) \Gamma\left(c-l_{s, 2 p+1}+1\right)}\right)^{1 / 2}$
for the group $\mathrm{SO}_{0}(2 p+1,1)$ and

$$
\begin{equation*}
\frac{\mu_{m_{2}}^{\mathrm{l}, c}}{\mu_{m_{2,}^{\prime}}^{1, c}}=\prod_{s-1}^{n}\left(\frac{\Gamma\left(c-l_{s, 2 p}^{\prime}\right) \Gamma\left(c+l_{s, 2 p}^{\prime}\right)}{\Gamma\left(c-l_{s, 2 p}\right) \Gamma\left(c+l_{s, 2 p}\right)}\right)^{1 / 2} \tag{82}
\end{equation*}
$$

for the group $\mathrm{SO}_{0}(2 p, 1)$. The ratios $\Gamma\left(-z_{1}\right) / \Gamma\left(-z_{2}\right)$ with nonnegative integers $z_{1}$ and $z_{2}$ can appear in (81) and (82). In this case $\Gamma\left(-z_{1}\right) / \Gamma\left(-z_{2}\right)$ must be replaced by $(-1)^{z_{1}+z_{2}} \Gamma\left(1+z_{2}\right) / \Gamma\left(1+z_{1}\right)$.

According to Theorem 6, for unitarization of unitarizable representations of $\mathrm{SO}_{0}(n, 1)$ it is necessary to find the elementary representations which contain given unitarizable representations as subrepresentations. The composition series of the elementary representations of $\mathrm{SO}_{0}(n, 1)$ are de-
scribed in Ref. 20. According to Ref. 20, the unitarizable representation $D^{j}(1, p-j)$ of $\mathrm{SO}_{0}(2 p+1,1)$ is a subrepresentation of $\pi \widetilde{(1,}-(p-j)), \widetilde{l}=\left(l_{1}, l_{2}, \ldots, l_{p-1},-l_{p}\right)$. The finite dimensional representation $\Omega(c, 1)$ of $\mathrm{SO}_{0}(2 p+1,1)$ with highest weight $m_{1,2 p+2}, m_{2,2 p+2}, \ldots, m_{p+1,2 p+2}$, where $m_{1,2 p+2}=c-p, m_{i, 2 p+2}=l_{i-1}-p+i-1$, $i=2,3, \ldots, p+1$, is a subrepresentation of the representation $\pi(\widetilde{1},-c)$. The representations $D^{j}(1, p-j)$ and $D^{ \pm}(1, c)$ of $\mathrm{SO}_{0}(2 p, 1)$ are subrepresentations of $\pi(1,1-p+j)$ and $\pi(1, c)$, respectively. The finite dimensional representation $\Omega(c, 1)$ of $\mathrm{SO}_{0}(2 p, 1)$ with the highest weight $m_{1,2 p+1}$, $m_{2,2 p+1}, \ldots, m_{p .2 p+1}$, where $m_{1,2 p+1}=c-p$, $m_{i, 2 p+1}=l_{i-1}-p+i-1, i=2,3, \ldots, p$, is a subrepresentation of the representation $\pi(1,1-c)$. MEs of the operator $T$ of unitarizable and finite dimensional representation in the standard basis are given as
${ }_{{ }^{\prime}}\left\langle m_{n}, \alpha\right| T\left|m_{n}^{\prime}, \alpha^{\prime}\right\rangle_{s}=\frac{\mu_{m_{i}^{\prime}}^{w\left(x^{\prime}, c^{\prime}\right)}}{\mu_{m_{n}}^{w\left(I_{n}^{\prime}, c^{\prime}\right)}}\left\langle m_{n}, \alpha\right| T^{1^{\prime}, c^{\prime}}\left|m_{n}^{\prime}, \alpha^{\prime}\right\rangle$,
where in the right-hand side there are MEs (in the canonical basis) of the same operator but taken for that elementary representation $\pi\left(l^{\prime}, c^{\prime}\right)$ (defined above) which contains given unitarizable or finite dimensional representation as subrepresentation. For the representations $\pi(1, \sigma)$ of the classes (2) of the classification of the unitary representations of $\mathrm{SO}_{0}$ $(n, 1)$, MEs in the standard basis are given by the relation (83) with ( $\left.l^{\prime}, c^{\prime}\right)=(1, \sigma)$. MEs in the right-hand side of (83) are the analytic continuation in $c^{\prime}$ of MEs of the principal unitary series representations in the canonical basis of $L_{\delta}^{2}\left(K, H_{\delta}\right)$. A transition from MEs of finite dimensional representations of $\mathrm{SO}_{0}(n, 1)$ in the standard basis to MEs of UIRs of $\operatorname{SO}(n+1)$ is carried out in the same way as for the groups $\mathrm{U}(n, 1)$ and $\mathrm{U}(n+1)$ (see Sec. IX).

Unfortunately, MEs are found not for all the principal unitary series representations. Only MEs of spherical representations of the principal unitary series of $\mathrm{SO}_{0}(n, 1)$ are known (cf. Ref. 31). In Ref. 32 the relation between MEs of the principal unitary series representations of $\mathrm{SO}_{0}(n, 1)$ and MEs of UIRs of $\operatorname{SO}(n+1)$ is given. In Ref. 33 the relation between MEs of the spherical representations of the principal unitary series and of the complementary series was considered. It was also pointed in Ref. 33 that such a relation concerns intertwining operators of spherical representations.

## XI. ANALYTIC PROPERTIES OF CLEBSCHGORDAN COEFFICIENTS

The semisimple (or reductive) Lie algebra $\mathfrak{g}$ decomposes into the direct sum $\mathfrak{g}=\mathfrak{j}+\mathfrak{p}$, where $\mathfrak{j}$ is a maximal compact Lie subalgebra in $g$. Since $[i, p] \subset p, p$ is a space of the representation of $\mathfrak{j}$. Denote this representation by $D$. Let $p_{i}$ be basis elements of $\mathfrak{p}$. The operators $P_{i}$ of the elementary representation $d \pi_{\delta, \Lambda}$ of $\mathfrak{g}$, which correspond to the elements $p_{i}$, are the components of tensor operator transforming according to the representation $D$ of $\mathfrak{j}$. Therefore, the Wigner-Eckart theorem can be applied to $P_{i}$. In the space of the elementary representation $d \pi_{\delta, A}$ a basis is chosen, which consists of bases of irreducible representations of $j$. Denote these basis
elements by $|\Lambda, \delta, \lambda, n\rangle$, where $\lambda$ are the numbers which define UIRs of $\mathfrak{j}$, and $n$ labels basis elements in UIR of $\mathfrak{j}$. We assume that the basis elements $|\Lambda, \delta, \lambda, n\rangle$ do not depend on $\Lambda$. The existence of such bases follows from the definition of a space of an elementary representation. Then, according to the Wigner-Eckart theorem,

$$
\begin{equation*}
P_{i}|\Lambda, \delta, \lambda, n\rangle=\sum_{j=1}^{r} C_{\lambda \lambda_{j}}(\Lambda, \delta)\left\langle\lambda, n ; D, i \mid \lambda_{j}, n_{j}\right\rangle\left|\Lambda, \delta, \lambda_{j} n_{j}\right\rangle \tag{84}
\end{equation*}
$$

where $r$ is a dimension of the space $\mathfrak{p}, C_{\lambda \lambda}(\Lambda, \delta)$ are the numbers not depending on $i, n_{j}, n$, and $\langle\cdots \mid \cdots\rangle$ are CGCs of the subalgebra $j$. Dependence on $\Lambda$ is completely contained in the coefficients $C_{\lambda \lambda_{i}}(\Lambda, \delta)$. For the elementary representations the coefficients $C_{\lambda \lambda_{j}}(\Lambda, \delta)$ depend linearly ${ }^{34}$ on $c_{1}, c_{2}, \ldots, c_{l}$ (the coordinates of $\Lambda$ ). This fact will be used below.

As usual, CGCs of the decomposition of the tensor product of the elementary representations $\pi_{\delta^{\prime}, \Lambda^{\prime}}$ and $\pi_{\delta^{\prime \prime}, \Lambda^{\prime \prime}}$ into elemenary representations $\pi_{\delta, 4}$ are introduced according to

$$
\begin{align*}
|\Lambda, \delta, \lambda, n\rangle= & \sum_{\substack{\lambda^{\prime}, n^{\prime} \\
\lambda^{\prime \prime} n^{\prime \prime}}}\left\langle\Lambda^{\prime}, \delta^{\prime}, \lambda^{\prime}, n^{\prime} ; \Lambda^{\prime \prime}, \delta^{\prime \prime}, \lambda^{\prime \prime}, n^{\prime \prime} \mid \Lambda, \delta, \lambda, n\right\rangle \\
& \times\left|\Lambda^{\prime}, \delta^{\prime}, \lambda^{\prime}, n^{\prime}\right\rangle \otimes\left|\Lambda^{\prime \prime}, \delta^{\prime \prime}, \lambda^{\prime \prime}, n^{\prime \prime}\right\rangle \tag{85}
\end{align*}
$$

As a consequence of (85), it is easy to obtain the following relation for the infinitesimal operator I:

$$
\begin{align*}
& \sum_{\lambda_{i}^{\prime}, n_{1}^{\prime}}\left\langle\Lambda^{\prime}, \delta^{\prime}, \lambda_{1}^{\prime}, n_{1}^{\prime} ; \Lambda^{\prime \prime}, \delta^{\prime \prime}, \lambda^{\prime \prime}, n^{\prime \prime} \mid \Lambda, \delta, \lambda, n\right\rangle \\
& \times D_{\left(\lambda^{\prime}, n^{\prime}\right)\left(\lambda^{\prime}, n^{\prime}\right)}^{\left.A^{\prime}, \mathrm{I}^{\prime}\right)+\sum_{\lambda_{1}^{\prime \prime}, n_{1}^{\prime \prime}}\left\langle\Lambda^{\prime}, \delta^{\prime}, \lambda^{\prime}, n^{\prime} ; \Lambda^{\prime \prime},\right.} \\
& \times \delta^{\prime \prime}, \lambda_{1}^{\prime \prime}, n_{1}^{\prime \prime}|\Lambda, \delta, \lambda, n\rangle D_{\left(\lambda_{1}^{\prime \prime}, \delta_{i}^{\prime \prime}\right)\left(\lambda^{\prime \prime}, n^{\prime \prime}\right)}(\mathrm{I}) \\
& =\sum_{\lambda_{1}, n_{1}} D_{\left(\lambda_{i}, n\right)\left(\lambda_{1}, n_{1}\right)}^{A,}(\mathrm{I}) \\
& \times\left\langle\Lambda^{\prime}, \delta^{\prime}, \lambda^{\prime}, n^{\prime} ; \Lambda^{\prime \prime}, \delta^{\prime \prime}, \lambda^{\prime \prime}, n^{\prime \prime} \mid \Lambda, \delta, \lambda_{1}, n_{1}\right\rangle . \tag{86}
\end{align*}
$$

In fact we may write the relation (85) for the tensor product of the principal unitary series representations. This tensor product is decomposed into a direct integral of the principal unitary series representations. In order to study analytic properties of CGCs, we write the relation (85) for any elementary representations and call the coefficients of (85) CGCs too. If the tensor product of the elementary representations $\pi_{\delta^{\prime}, A}$ and $\pi_{\delta^{\prime \prime}, A}$ " does really contain in the decomposition the elementary representation $\pi_{\delta, A}$, then CGCs of this decomposition satisfy the relations (85) and (86). Moreover, if we consider in (85) and (86) only those basis vectors $\left|\Lambda^{\prime}, \delta^{\prime}, \lambda^{\prime}, n^{\prime}\right\rangle$ and $\left|\Lambda^{\prime \prime}, \delta^{\prime \prime}, \lambda^{\prime \prime}, n^{\prime \prime}\right\rangle$ which belong to the spaces of subrepresentations $\pi^{\prime}$ and $\pi^{\prime \prime}$ of the elementary representatins $\pi_{\delta^{\prime}, A}$ and $\pi_{\delta^{\prime \prime}, A^{\prime \prime}}$, respectively, and if the decomposition of the tensor product of subrepresentations $\pi^{\prime}$ and $\pi^{\prime \prime}$ contains the elementary representation $\pi_{\delta, A}$ or its subrepresentation, then CGCs of this decomposition satisfy the relations (85) and (86). Hence, studying the relations (85) and (86) for all elementary representations $\pi_{\delta, A}, \pi_{\delta^{\prime}, A^{\prime}}, \pi_{\delta^{\prime}, A}$ " we include in our investigation really existing CGCs of the group $G$.

The coefficients of the relations (85) and (86) for any elementary representations $\pi_{\delta, A}, \pi_{\delta^{\prime}, A}, \pi_{\delta^{\prime \prime}, A^{\prime \prime}}$ are directly
related to the invariant under $G$ threelinear forms on the spaces $d L_{\delta}^{2}\left(K, H_{\delta}\right), d L_{\delta^{\prime}}^{2}\left(K, H_{\delta^{\prime}}\right), d L_{\delta^{\prime \prime}}^{2}\left(K, H_{\delta^{\prime \prime}}\right)$. The invariant under Lorentz group threelinear forms in continuous basis were studied in Ref. 35.

Suppose that the tensor product of the representations $\pi_{\delta^{\prime}, \Lambda^{\prime}}$ and $\pi_{\delta^{\prime \prime}, \Lambda^{\prime \prime}}$ is decomposed into a direct integral of the representations $\pi_{\delta, A}$. This integral is taken over some measure. This measure depends on $\Lambda$ and $\delta$, but it does not depend on $\lambda$ and $n$. The relations (85) and (86) do not feel this measure. Hence, a solution of the system of equations (86) does not depend on this measure. In order to obtain CGCs of the decomposition of the tensor product $\pi_{\delta^{\prime}, A} \otimes \pi_{\delta^{\prime \prime}, A^{-}}$into the direct integral, this solution must be multiplied by a function which depends on $\Lambda$ and $\delta$. Generally speaking this function (denote it by $F$ ) can be a generalized function. But it is not uniquely defined. Really, the direct integral of the representations $\pi_{\delta, \Lambda}$ over the measure $\mu(\Lambda, \delta)$ is unitarily equivalent to the direct integral over the measure $\mu^{\prime}(\Lambda, \delta)$ if both these measures are absolutely continuous with respect to each other. ${ }^{36}$ To different measures there correspond different functions $F$.

We neglect the function $F$ and consider CGCs as usual numbers depending on $\Lambda$ and $\delta$. In fact the function $F$ defines a normalization of CGCs. Hence we neglect a normalization condition, which depends on the measure. If we are interested in the invariant three-linear forms, the function $F$ is of no importance because these forms are defined up to a constant.

The tensor product of the principal unitary series representations can contain the representation $\pi_{\delta, A}$ with some multiplicity. For this reason we rewrite the relation (85) as

$$
\begin{align*}
|\Lambda, \delta, \lambda, n\rangle^{\gamma}= & \sum_{\substack{\lambda^{\prime}, n^{\prime} \\
\lambda^{\prime \prime}, n^{\prime \prime}}}\left\langle\Lambda^{\prime}, \delta^{\prime}, \lambda^{\prime}, n^{\prime} ; \Lambda^{\prime \prime}, \delta^{\prime \prime}, \lambda^{\prime \prime}, n^{\prime \prime} \mid \Lambda, \delta, \lambda, n\right\rangle^{\gamma} \\
& \times\left|\Lambda^{\prime}, \delta^{\prime}, \lambda^{\prime}, n^{\prime}\right\rangle \otimes\left|\Lambda^{\prime \prime}, \delta^{\prime \prime}, \lambda^{\prime \prime}, n^{\prime \prime}\right\rangle \tag{87}
\end{align*}
$$

where $\gamma$ labels multiple representations. Since MEs of the elementary representations do not depend on $\gamma$, CGCs $\left\langle\Lambda^{\prime}, \delta^{\prime}, \lambda^{\prime}, n^{\prime} ; \Lambda^{\prime \prime}, \delta^{\prime \prime}, \lambda^{\prime \prime}, n^{\prime \prime} \mid \Lambda, \delta, \lambda, n\right\rangle^{\gamma}$ with different $\gamma$ satisfy the same relation (86). Let $\left\langle\Lambda^{\prime}, \delta^{\prime}, \lambda^{\prime}, n^{\prime} ; \Lambda^{\prime \prime}, \delta^{\prime \prime}, \lambda^{\prime \prime}, n^{\prime \prime}\right| \Lambda$, $\delta, \lambda, n\rangle^{\gamma}, \gamma=1,2, \ldots, m$ ( $m$ is the multiplicity of the representation $\pi_{\delta, A}$ ) be a set of independent solutions of the system of the relations (86). Acting upon this set of solutions by a nondegenerate $n \times n$ matrix we obtain a new system of solutions. Therefore, in order to obtain a fixed system of solutions it is necessary to fix some initial CGCs which define uniquely all CGCs with the same $\Lambda, \delta, \Lambda^{\prime}, \delta^{\prime}, \Lambda^{\prime \prime}, \delta^{\prime \prime}$. A number of initial CGCs depends on the multiplicity $m$ of $\pi_{\delta . A}$ in the tensor product $\pi_{\delta^{\prime}, A} \otimes \pi_{\delta^{\prime \prime}, A}$.

Theorem 7: Let the multiplicity of any representation $\pi_{\delta, A}$ of the principal unitary series of $G$ in the tensor product of representations $\pi_{\delta^{\prime, A}}$, and $\pi_{\delta^{\prime \prime}, A}$ " of the principal unitary series with fixed $\delta^{\prime}$, and $\delta^{\prime \prime}$ equal 0 or $m$, where $m$ is a fixed integer. Then $\operatorname{CGC}\left\langle\Lambda^{\prime}, \delta^{\prime}, \lambda^{\prime}, n^{\prime} ; \Lambda^{\prime \prime}, \delta^{\prime \prime}, \lambda^{\prime \prime}, n^{\prime \prime} \mid \Lambda, \delta, \lambda, n\right\rangle^{\gamma}$ of (87) for elementary representations, as functions of $\Lambda, \Lambda^{\prime}, \Lambda^{\prime \prime}$, is a ratio of polynomials of coordiantes $c_{1}, c_{2}, \ldots, c_{l}, c_{1}^{\prime}$, $c_{2}^{\prime}, \ldots, c_{1}^{\prime}, c_{1}^{\prime \prime}, c_{2}^{\prime \prime}, \ldots, c_{1}^{\prime \prime}$ of the forms $\Lambda, \Lambda^{\prime}, \Lambda^{\prime \prime}$, multiplied by a function which depends on $\Lambda^{\prime}, \Lambda^{\prime}, \Lambda^{\prime \prime}$ and does not depend on $\lambda, \lambda^{\prime}, \lambda^{\prime \prime}, n, n^{\prime}, n^{\prime \prime}$.

Proof: Let us consider the relations (86) and (87) for CGCs which realize the decomposition of the tensor product of the principal unitary series representations $\pi_{\delta^{\prime}, \Lambda^{\prime}}$ and $\pi_{\delta^{\prime \prime}, \Lambda^{\prime}}$ into a direct integral of the principal unitary series representations. Fix $\delta, \delta^{\prime}, \delta^{\prime \prime}$. Then CGCs are functions of $\Lambda, \Lambda^{\prime}, \Lambda^{\prime \prime}$. For all $\Lambda, \Lambda^{\prime}, \Lambda^{\prime \prime}$ we choose the same initial CGCs $\left\langle\Lambda^{\prime}, \delta^{\prime}, \lambda_{0}{ }_{0}, n_{0}^{\prime} ; \Lambda^{\prime \prime}, \delta^{\prime \prime}, \lambda_{0}^{\prime \prime}, n_{0}^{\prime \prime} \mid \Lambda, \delta, \lambda_{0}, n_{0}\right\rangle^{\gamma}$, which are independent on $\Lambda, \Lambda^{\prime}, \Lambda^{\prime \prime}$. The indices $\lambda_{0}, \lambda_{0}^{\prime}, \lambda_{0}^{\prime \prime}$ are chosen such that the corresponding UIRs of $K$ are the lowest UIRs of $K$ in the representations $\pi_{\delta, A}, \pi_{\delta^{\prime}, A}, \pi_{\delta^{\prime \prime}, A}$ ", respectively. According to the conditions of the theorem, a number of initial CGCs at fixed $\delta, \delta^{\prime}, \delta^{\prime \prime}$ is the same for all $\Lambda, \Lambda^{\prime}, \Lambda^{\prime \prime}$. Consider the relations (86) for all linearly independent infinitesimal generators of the group $G$. All CGCs, as functions of $\Lambda, \Lambda^{\prime}, \Lambda^{\prime \prime}$, can be found successively from these relations. Namely, the relations (86) are considered for $\lambda=\lambda_{0}, \lambda^{\prime}=\lambda_{0}^{\prime}, \lambda^{\prime \prime}=\lambda_{0}^{\prime \prime}$. They define uniquely all those CGCs for which only one of the indices $\lambda, \lambda^{\prime}, \lambda^{\prime \prime}$ differs from the indices $\lambda_{0}, \lambda_{0}^{\prime \prime}, \lambda_{0}^{\prime \prime}$ and equals to an index of the next UIR of $K$. Let $\bar{\lambda}, \bar{\lambda}^{\prime}, \bar{\lambda}^{\prime \prime}$ be one of the systems of indices for which CGCs have been found. Considertherelations(86)for $\lambda=\bar{\lambda}, \lambda^{\prime}=\bar{\lambda}^{\prime}, \bar{\lambda}^{\prime \prime}=\bar{\lambda}^{\prime \prime}$. They define uniquely all CGCs for which only one of the indices $\lambda, \lambda^{\prime}, \lambda^{\prime \prime}$ differs from the indices $\bar{\lambda}, \bar{\lambda}^{\prime}, \bar{\lambda}^{\prime \prime}$ and equals to an index of the next UIR of $K$. Continuing this procedure, we find successively all CGCs as functions of the coordinates $c_{1}, c_{2}, \ldots, c_{1}, c_{1}^{\prime}, c_{2}^{\prime}, \ldots, c_{1}^{\prime}, c_{1}^{\prime \prime}, c_{2}^{\prime \prime}, \ldots, c_{l}^{\prime \prime}$ of the forms $\Lambda, \Lambda^{\prime}, \Lambda^{\prime \prime}$. We do not give here the proof of the fact that at every step CGCs are found uniquely. This fact can be easily verified for every concrete semisimple Lie group. In general case, this proof can be carried out by the induction method if one considers the relations (86) for the basis elements $P_{i}$ of the subspace $\mathfrak{p}$ of Lie algebra $g$ and takes into account the relation (84). The general proof of this fact is cumbersome and we omit it.

Let us return to the procedure of finding CGCs. At every step we have to solve a finite system of linear equations. As MEs of infinitesimal operators of the representation $\pi_{\delta, 4}$ depend linearly on the coordinates of the form $A$, the solutions of this system are ratios of polynomials. Thus the theorem is proved for the principal unitary series representations. To prove the theorem for any elementary representations it is enough to continue analytically the relations (86) with CGCs of the principal unitary series representations to the space $\mathrm{C}^{3 /}$ of complex parameters $c_{1}, c_{2}, \ldots, c_{l}, c_{1}^{\prime}, c_{2}^{\prime}, \ldots, c_{l}^{\prime}, c_{1}^{\prime \prime}, c_{2}^{\prime \prime}, \ldots, c_{l}^{\prime \prime}$. Due to Theorem 1 CGCs for the elementary representations are an analytic continuation of CGCs for the principal unitary series representations. This completes the proof.

According to Theorem 2, some elementary representations of $G$ contain finite dimensional representations of $G$ as subrepresentations. This leads to the following Corollary of Theorem 7.

Corollary: If group $G$ satisfies the conditions of Theorem 7, then CGCs of the elementary representations of $G$ are an analytic continuation of the corresponding CGCs of finite dimensional representations of $G$ in appropriate bases.

Since the elementary representations of $G$ contain all irreducible representations of $G$, we know all CGCs of irre-
ducible representations (in particular, of the principal unitary series representations, of the complementary series representations, of the discrete series representations) if we know CGCs of the elementary representations. The so obtained CGCs for unitary representations are not always CGCs in the orthonormal basis in which the representations are unitary. A transition to CGCs in the orthornormal basis can be realized by means of the operator $A$ introduced in Sec. VI. CGCs for the tensor product of finite dimensional representations of $G$, obtained from CGCs of the elementary representations, do not concide with CGCs for the tensor product of UIRs of the compact form $G_{k}$ of the complexification of $G$. The transition is realized by means of operator $A$ too.

Theorem 7 and its corollary give a possibility to obtain symmetry and recurrence relations for CGCs of infinite dimensional representations if those of finite dimensional representations are known. In fact, all symmetry and recurrence relations, not depending on the normalization function, remain valid if a correction with the help of the operator $A$ is done (if necessary).

An analytic continuation of CGCs of finite dimensional representations to those of the principal unitary series representations for the case of the Lorentz group $\mathrm{SO}_{0}(3,1)$ was done in Ref. 37. However, for a transition to the orthonormal basis of the space $L_{\delta}^{2}\left(K, H_{\delta}\right)$ in Ref. 37 it would be necessary to do a correction with the help of the operator $A$ (i.e., of the numbers $\mu_{m_{i}} / \mu_{m_{j}^{\prime}}$ from Sec. X).

Remark: After the manuscript was submitted for publication, we learned of Vilenkin's paper, ${ }^{38}$ in which the formulas identical to (48) and (49) were obtained by means of techniques different from ours. We also note that some infinitesimal aspects of the relations between the representations of the groups $\mathrm{SU}(2,1)$ and $\mathrm{SU}(3)$, and also of $\mathrm{SU}(p, 1)$ and $\mathrm{SU}(p+1)$ were discussed by Biedenharn and coauthors. ${ }^{39,40}$
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#### Abstract

A technique is described which allows the calculation of any $\operatorname{SU}(6)$ Wigner coefficient (isoscalar factor) from known one-body $\operatorname{SU}(6)$ coefficients. The technique is applied to calculate the $\mathrm{SU}(6)$ coefficients for $q^{3} \times q^{3}$ leading to $\mathrm{SU}(3)$ singlet, octet, and decuplet states of six quarks. A sum rule of $\operatorname{SU(3)} 9-\lambda \mu$ symbols is given.


## I. INTRODUCTION

The $\operatorname{SU}(6)$ symmetry group has for several years been applied to classifying hadrons into supermultiplets. In addition to the apparently successful classification schemes, it has in some cases been possible to calculate decay rates, electromagnetic properties and, of course, masses of the hadrons. ${ }^{1}$ Recently, the $\mathrm{SU}(6)$ model has been extended by Melosh $^{2}$ to calculate matrix elements of currents between hadronic states labelled by irreducible representation of SU(6), yielding satisfactory results for certian axial vector coupling constants and the nucleon magnetic moments. This technique has been applied as well to pion and photon decay processes of hadrons. ${ }^{3,4}$

In all such applications of the $\operatorname{SU}(6)$ model, the calculation proceeds by applying the Wigner-Eckert theorem to the relevant matrix element resulting in a product of $\operatorname{SU}(6)$, $\mathrm{SU}(3)$, and $\mathrm{SU}(2)$ Wigner coefficients (the former two are often referred to as isoscalar factors) and a reduced matrix element. The viability of such a procedure is contingent on the availability of the relevant $\mathrm{SU}(6)$ Wigner coefficient, the $\mathbf{S U}(3)$ and $\mathbf{S U ( 2 )}$ coefficients being always calculable ${ }^{5}$ irregardless of the complexity of the respresentation. The $\operatorname{SU}(6)$ coefficients have not, however, been calculated save for some special cases. ${ }^{6}$

In the usual quark model, the low-lying hadrons are constructed from the mimimum number of quarks possible, viz., $q \bar{q}$ for mesons and $q^{3}$ for hadrons. The possibility that some hadrons are rather states with an additional number of quarks has been investigated by Jaffe' using a variant of the MIT bag model ${ }^{8}$ for the case of mesons constructed from the configuration $\vec{q}^{2} q^{2}$. In Jaffe's version of the bag model the hadron states may be usefully labeled by the irreducible representations of $\mathrm{SU}(6)$, although in general $\mathrm{SU}(6)$ is not a symmetry of the Hamiltonian. [The SU(6) group is obtained by the omission of the much more massive charmed quark.] Jaffe concluded that certain mesons may be manifestations of such a configuration, these mesons having previously been incorrectly assumed to be $P$-wave quark antiquark states. An examination of the $q^{4} \bar{q}$ configuration was not possible for lack of the requisite $\operatorname{SU}(6)$ Wigner coefficients.

Recently, the $\mathrm{SU}(6) \supset \mathrm{SU}(3) \otimes \mathrm{SU}(2)$ Wigner coeffi-

[^3]cients were calculated ${ }^{9}$ for the case of a single quark coupling to a many quark state. It is the purpose of this paper to show how more complicated $\operatorname{SU}(6)$ Wigner coefficients may be calculated with the help of the known coefficients. ${ }^{9}$ In particular all coefficients necessary for coupling an arbitrary number of quarks to an arbitrary number of quarks or antiquarks may be calculated. Similarly, any coefficient necessary in applying the Melosh transform is also calculable. In Sec. II notation will be introduced and in Sec III the method of calculation will be explained.

## II. NOTATION

A ket of $n$ quarks or antiquarks will be written as

$$
\left|\begin{array}{c}
{[f]=\left[\left.\begin{array}{cc}
\left.f_{1} f_{2} f_{3} f_{4} f_{5} f_{6}\right] \\
(\lambda \mu) & S \\
I & \omega
\end{array} \right\rvert\,, \quad \lambda=g_{1}-g_{2}, \quad \mu=g_{2}-g_{3}\right.}
\end{array}\right|,
$$

where $[f],(\lambda \mu)$, and $S$ denote the irreducible representations of $\operatorname{SU}(6), \mathrm{SU}(3)$, and $\mathrm{SU}(2)$, respectively. The physically interesting subgroup $\mathrm{SU}(6) \supset \mathrm{SU}(3) \otimes \mathrm{SU}(2)$ is a noncanonical chain, implying that the group operators do not in general provide a sufficient number of labeling operators to uniquely specify the ket. The quantity $\omega$ is a multiplicity label which serves to distinguish otherwise identical states. The labels $I$, $I_{3}$, and $Y$ are the isospin, isospin third component, and hypercharge.

In this paper the representations of $\mathrm{SU}(6)$ and $\mathrm{SU}(3)$ will be labeled by the Young tableaux [ $f$ ] and [ $g$ ], respectively. In addition to the labels which appear explicitly in the ket, there must also occur further $\mathrm{SU}(3)$ group labels. If the $\mathrm{SU}(3)$ subgroup of $\mathrm{SU}(6)$ is assumed to $\mathrm{SU}(3)$ color, then the additional $\operatorname{SU}(3)$ flavor group must also be present. The requirement of antisymmetry immediately imposes the condition that the $\operatorname{SU}(3)$ flavor representation be conjugate to the $S U(6)$ representation. Since the $S U(3)$ flavor representation is fixed once the $\mathrm{SU}(6)$ representation is specified, and since no operator which appears in the procedure to be outlined below depends on the $\mathrm{SU}(3)$ flavor representation, the labels will not be included in the basis states, but are to be implicitly understood.

For those who indulge in the vulgar habit of labeling the irreducible representations of the unitary group multiplets with their dimensionality, the dimensions for $S U(6)$ and $\mathrm{SU}(3)$ representations are

TABLE I. Values of the Casimir operator of $\operatorname{SU}(6)$ for the allowed states of a two quark system.

| $\left[f_{23}\right]$ | $C^{(2)}\left(\left[f_{2,3}\right]\right)$ | $\left(\lambda_{22}, \mu_{23}\right) S_{23}$ |
| :--- | :--- | :--- |
| $[2]$ | $\frac{41}{3}$ | $(20), \mathbf{1}(01) 0$ |
| $[11]$ | $\frac{2 \psi}{3}$ | $(20), \mathbf{1},(01) 1$ |

$$
\begin{equation*}
g([f])=\prod_{i<j}^{6}\left(\frac{f_{i}-f_{j}+j-i}{j-i}\right) \tag{1}
\end{equation*}
$$

$$
g((\lambda \mu))=\frac{1}{2}(\lambda+1)(\mu+1)(\lambda+\mu+2) .
$$

The expectation values of the Casimir invariants are

$$
\begin{align*}
\mathscr{C}_{6}^{(2)}= & \sum_{\alpha}^{6} f_{\alpha}^{2}-\frac{1}{6}\left(\sum f_{\alpha}\right)^{2}+5\left(f_{1}-f_{6}\right)+3\left(f_{2}-f_{5}\right) \\
& +f_{3}-f_{4}  \tag{2}\\
\mathscr{C}_{3}^{(2)}= & \frac{2}{3}\left(\lambda^{2}+\mu^{2}+\lambda \mu+3 \lambda+3 \mu\right)
\end{align*}
$$

## III. PRODUCT STATE AND SU(6) $\supset S U(3) \otimes$ SU(2) WIGNER COEFFICIENTS

The $S U(6) \supset S U(3) \otimes S U(2)$ Wigner coefficients for which a single quark couples to a state of several quarks will be referred to henceforth as one-body Wigner coefficients. In this section it will be shown how to calculate the $\operatorname{SU(6)}$ Wigner coefficients appropriate for coupling several quark states to several quark states and the technique will then be generalized in a trivial manner to allow the inclusion of antiquark states.

Consider a basis state in which configurations of $n_{1}$ and $n_{2}$ quarks are separately members of irreducible representations of $\operatorname{SU}(6), S U(3)$, and $S U(2)$. The product state may immediately be coupled to a representation of $\operatorname{SU}(3)$ and $\operatorname{SU}(2)$ through the use of the appropriate $\operatorname{SU}(3)$ and $\mathrm{SU}(2)$ Wigner coefficients,

$$
\begin{align*}
& \left|\begin{array}{cccc} 
& {\left[f_{1}\right]} \\
q^{n_{1}} & S_{1} \omega_{1} \otimes q^{n_{2}} & {\left[f_{2}\right]} \\
& \left(\lambda_{1} \mu_{1}\right) & \left.\lambda_{2}\right)
\end{array} S_{2} \omega_{2} ; \quad(\lambda \mu) S \omega \rho \quad I I_{3} Y\right\rangle \\
& =\sum_{\substack{Y_{1} I_{1} \\
Y I_{2}}}\left(\left.\begin{array}{cc}
\left(\lambda_{1} \mu_{1}\right) & \left(\lambda_{2} \mu_{2}\right) \\
I_{1} Y_{1} & I_{2} Y_{2}
\end{array}\left|\begin{array}{cc}
(\lambda \mu) \\
I Y
\end{array}\right\rangle_{\rho}\left[\begin{array}{lcc}
q^{n_{2}} & {\left[f_{1}\right]} & I_{1} \\
\left(\lambda_{1} \mu_{1}\right) S_{1} \omega_{1} & Y_{1}
\end{array}\right\rangle \right\rvert\, \begin{array}{lccc}
q^{n_{2}} & {\left[f_{2}\right]} & \lambda_{2} & \left.Y_{2} \mu_{2}\right) S_{2} \omega_{2} \\
I_{2} & & I_{I, M}
\end{array}\right] . \tag{3}
\end{align*}
$$

In Eq. (3) $\rho$ is the outer multiplicity and the square bracket indicates the two kets are coupled to total isospin $I$ and $S$ with the indicated $z$ projections. The correct linear combination of the basis states to produce a product state which is labeled by $\operatorname{SU}(6)$ may be found by diagonalizing the Casimir operator of $\mathrm{SU}(6)$,

$$
\begin{equation*}
\mathscr{C}_{6}^{(2)}=\sum_{\mu}^{35} \alpha_{\mu} \alpha_{\mu}, \quad \alpha_{\mu} \equiv \sum_{i}^{n_{1}} \sum_{\mu}^{n_{2}} \alpha_{\mu}(i) \tag{4}
\end{equation*}
$$

where the $\alpha_{\mu}$ are the generators of $\mathrm{SU}(6)$.
The Casimir operator may be divided into three terms

$$
\begin{equation*}
\mathscr{C}_{6}^{(2)}=\mathscr{C}_{6}^{(2)}\left(n_{1}\right)+\mathscr{C}_{6}^{(2)}\left(n_{2}\right)+2 \sum_{\substack{i \in n_{1} \\ j \in n_{2}}} \sum_{\mu} \alpha_{\mu}(i) \alpha_{\mu}(j), \tag{5}
\end{equation*}
$$

where the argument of $\mathscr{C}_{6}^{(2)}$ in the first two terms on the right-hand side indicates that the Casimir operator acts only on the group of $n_{1}$ or $n_{2}$ quarks. As the quark states in Eq. (3) are separately antisymmetric, any particular quark amongst the first $n_{1}$ quarks-say quark $n_{1}$-may be singled out from the sum over $i$, and similarly quark $n_{2}$ may be singled out from the sum over $j$, and the matrix element multiplied by $n_{1} n_{2}$,

$$
\begin{equation*}
\mathscr{C}_{6}^{(2)}=\mathscr{C}_{6}^{(2)}\left(n_{1}\right)+\mathscr{C}_{6}^{(2)}\left(n_{2}\right)+2 n_{1} n_{2} \sum_{\mu} \alpha_{\mu}\left(n_{1}\right) \alpha_{\mu}\left(n_{2}\right) \tag{6}
\end{equation*}
$$

The last term of Eq. (6) may be related to a two quark SU(6) Casimir operator,
$2 \sum_{\mu} \alpha_{\mu}\left(n_{1}\right) \alpha_{\mu}\left(n_{2}\right)=\sum_{\mu}\left[\alpha_{\mu}\left(n_{1}\right)+\alpha_{\mu}\left(n_{2}\right)\right]^{2}-\sum_{\mu} \alpha_{\mu}\left(n_{1}\right)^{2}-\sum_{\mu} \alpha_{\mu}\left(n_{2}\right)^{2}$.
The expectation value of $\mathscr{C} \int_{6}^{(2)}$ may now be evaluated with the use of Eqs. (6) and (7).


$$
\begin{align*}
= & \delta_{1 \overline{1}} \delta_{2 \overline{2}}\left\{\left\langle\mathscr{C}_{6}^{(2)}\left(\left[f_{1}\right]\right)\right\rangle+\left\langle\mathscr{C}_{6}^{(2)}\left(\left[f_{2}\right]\right)\right\rangle\right\} \\
& +n_{1} n_{2}\left\langle\begin{array}{c}
{\left[f_{1}\right]} \\
\left(\lambda_{1} \mu_{1}\right) S_{1} \omega_{1}
\end{array}{ }^{\otimes}\left(\lambda_{2} \mu_{1}\right) S_{2} \omega_{2} ;(\lambda \mu) S \omega\right| \sum_{\mu}\left[\alpha_{\mu}\left(n_{1}\right)+\alpha_{\mu}\left(n_{2}\right)\right]^{2} \\
& -\sum_{\mu} \alpha_{\mu}\left(n_{1}\right)^{2}-\sum_{\mu} \alpha_{\mu}\left(n_{2}\right)^{2} \left\lvert\, \begin{array}{c}
{\left[f_{1}\right]} \\
\left.\left(\bar{\lambda}_{1} \bar{\mu}_{1}\right) \bar{S}_{1} \bar{\omega}_{1}^{\otimes}\left(\bar{\lambda}_{2} \bar{\mu}_{2}\right) \bar{S}_{2} \bar{\omega}_{2} ;(\lambda \mu) S \omega\right\rangle,
\end{array}\right. \tag{8}
\end{align*}
$$

where
$\left.\delta_{11} \delta_{2 \overline{2}} \equiv \delta\left(\left(\lambda_{1} \mu_{1}\right),\left(\bar{\lambda}_{1} \bar{\mu}_{1}\right)\right) \delta\left(\left(\lambda_{2} \mu_{2}\right), \bar{\lambda}_{2} \bar{\mu}_{2}\right)\right) \delta\left(S_{1} \bar{S}_{1}\right) \delta\left(S_{2} \bar{S}_{2}\right) \delta\left(\omega_{1} \bar{\omega}_{1}\right) \delta\left(\omega_{2} \bar{\omega}_{2}\right)$.
The matrix element in Eq. (8) is evaluated by decoupling quark $n_{1}$ from the first group and quark $n_{2}$ from the second group of quarks by using the Wigner coefficients from Ref. 9 , and recoupling using $9-j$ and $\operatorname{SU}(3) 9-\lambda \mu$ coefficients. The last term of Eq. (8) becomes

$$
\begin{align*}
& \sum_{\left(\lambda ; \mu^{\prime}\right) S_{i}^{\prime} \omega_{i}^{\prime}}\left(\begin{array}{cc}
{\left[f_{i}^{\prime}\right]} & {[1]} \\
\left(\lambda_{i}^{\prime} \mu_{1}^{\prime}\right) S_{i}^{\prime} \omega_{1}^{\prime} & (10) \frac{1}{2}
\end{array}\left\langle\begin{array}{c}
{\left[f_{1}\right]} \\
\left(\lambda_{1} \mu_{1}\right) S_{1} \omega_{1}
\end{array}\right\rangle\left|\begin{array}{cc}
{\left[f_{1}^{\prime}\right]} & {[1]} \\
\left(\lambda_{1}^{\prime} \mu_{1}^{\prime}\right) S_{1}^{\prime} \omega_{1}^{\prime} & (10) \frac{1}{2}
\end{array}\right| \begin{array}{c}
{\left[f_{1}\right]} \\
\left(\bar{\lambda}_{1}, \bar{\mu}_{1}\right) \bar{S}_{1} \bar{\omega}_{1}
\end{array}\right) \frac{n_{f_{1}}^{\prime}}{n_{f_{1}}} \\
& \text { [ } f_{i} \text { ] } \\
& \times \sum_{\substack{\left(\lambda_{2}^{\prime} \mu_{2}^{\prime}\right) S_{2}^{\prime} \omega_{2}^{\prime} \\
\left[f_{2}^{\prime}\right]}}\left\{\begin{array}{cc}
{\left[f_{2}^{\prime}\right]} & {[1]} \\
\left(\lambda_{2}^{\prime} \mu_{2}^{\prime}\right) S_{2}^{\prime} \omega_{2}^{\prime} & (10) \frac{1}{2}
\end{array}\left|\begin{array}{c}
{\left[f_{2}\right]} \\
\left(\lambda_{2} \mu_{2}\right) S_{2} \omega_{2}
\end{array}\right\rangle\left|\begin{array}{cc}
{\left[f_{2}^{\prime}\right]} & {[1]} \\
\left(\lambda_{2}^{\prime} \mu_{2}^{\prime}\right) S_{2}^{\prime} \omega_{2}^{\prime} & (10) \frac{1}{2}
\end{array}\right| \begin{array}{c}
{\left[f_{2}\right]} \\
\left(\bar{\lambda}_{2} \bar{\mu}_{2}\right) \bar{S}_{2} \bar{\omega}_{2}
\end{array}\right\rangle \frac{n_{f_{2}}^{\prime}}{n_{f_{2}}} \\
& \times \sum_{\left(\lambda^{\prime} \mu^{\prime}\right)\left(\lambda_{2} \mu_{2}\right) \rho^{\prime}} U\left(\begin{array}{ccc}
\left(\lambda_{1}{ }_{1} \mu_{1}^{\prime}\right) & (10) & \left(\lambda_{1} \mu_{1}\right) \\
\left(\lambda_{2} \mu_{2}^{\prime}\right) & (10) & \left(\lambda_{2} \mu_{2}\right) \\
\left(\lambda^{\prime} \mu^{\prime}\right) & \left(\lambda_{23} \mu_{23}\right) & (\lambda \mu)
\end{array}\right)_{\rho \rho^{\prime}} U\left(\begin{array}{ccc}
\left(\lambda_{1} \mu_{1}^{\prime}\right) & (10) & \left(\bar{\lambda}_{1} \bar{\mu}_{1}\right) \\
\left(\lambda^{\prime} \mu_{2}^{\prime}\right) & (10) & \left(\bar{\lambda}_{2} \bar{\mu}_{2}\right) \\
\left(\lambda^{\prime} \mu^{\prime}\right) & \left(\lambda_{23} \mu_{23}\right) & \left(\lambda_{\mu} \mu\right)
\end{array}\right)_{\bar{\rho} \rho^{\prime}} \\
& \times \sum_{S^{\prime} S_{2},} U\left(\begin{array}{ccc}
S_{1}^{\prime} & \frac{1}{2} & S_{1} \\
S_{2}^{\prime} & \frac{1}{2} & S_{2} \\
S^{\prime} & S_{23} & S
\end{array}\right) U\left(\begin{array}{ccc}
S_{1}^{\prime} & \frac{1}{2} & \bar{S}_{1} \\
S_{2}^{\prime} & \frac{1}{2} & \bar{S}_{2} \\
S^{\prime} & S_{23} & S
\end{array}\right)\left\langle\left(\lambda_{23} \not \mu_{23}\right) S_{23}\right| \sum_{\mu}\left[\alpha_{\mu}\left(n_{1}\right)+\alpha_{\mu}\left(n_{2}\right)\right]^{2}-\sum_{\mu} \alpha_{\mu}\left(n_{1}\right)^{2}-\sum_{\mu} \alpha_{\mu}\left(n_{2}\right)^{2}\left|\left(\lambda_{23} \mu_{23}\right) S_{23}\right\rangle, \tag{9}
\end{align*}
$$

where $n_{f}$ is the dimension of the representation [ $f$ ] of the symmetric group. The value of the two quark matrix element in Eq. (9) is $\mathscr{C}_{6}^{(2)}\left(q^{2}\right)-2.35 / 6$.

The sum over the $9-j$ and $9-\lambda \mu$ symbols may be simplified. Noting that the two-particle $\operatorname{SU}(6)$ Casimir operator assumes the values given in Table I, and noting which $\operatorname{SU}(3) \otimes S U(2)$ representations are contained in each $\operatorname{SU}(6)$ representation, the expectation value of the two-quark Casimir operator may be rewritten as

$$
\begin{equation*}
\frac{34}{3}+2(-)^{\mu_{2 i}+S_{2}+1} \tag{10}
\end{equation*}
$$

The 34/3 may be combined with the $-35 / 3$ arising from the one quark Casimir operator appearing in Eq. (9). The sum over $S^{\prime}$, $S_{23}$ and ( $\lambda^{\prime} \mu^{\prime}$ ), ( $\lambda_{2}, \mu_{23}$ ) may be performed explicitly using the sum rules

$$
\begin{align*}
& \sum_{S^{\prime} S_{1}}(-)^{S_{23}} U\left(\begin{array}{ccc}
S_{1}^{\prime} & \frac{1}{2} & S_{1} \\
S_{2}^{\prime} & \frac{1}{2} & S_{2} \\
S^{\prime} & S_{23} & S
\end{array}\right) U\left(\begin{array}{ccc}
S_{1}^{\prime} & \frac{1}{2} & \bar{S}_{1} \\
S_{2}^{\prime} & \frac{1}{2} & \bar{S}_{2} \\
S^{\prime} & S_{23} & S
\end{array}\right)=(-)^{2 S_{i}^{\prime}+S_{2}+\bar{S}_{i}} U\left(\begin{array}{ccc}
S_{1}^{\prime} & \frac{1}{2} & S_{1} \\
\frac{1}{2} & S_{2}^{\prime} & S_{2} \\
\bar{S}_{1} & \bar{S}_{2} & S
\end{array}\right)  \tag{11}\\
& \sum_{\left(\lambda^{\prime} \mu^{\prime} \lambda_{2} \lambda_{2} \mu_{2}\right) \rho^{\prime}}\left(-y^{\mu_{2} \cdot} U\left(\begin{array}{lll}
\left(\lambda_{1}^{\prime} \mu_{1}^{\prime}\right) & (10) & \left(\lambda_{2} \mu_{1}\right) \\
\left(\lambda_{2}^{\prime} \mu^{\prime}\right) & (10) & \left(\lambda_{2} \mu_{2}\right) \\
\left(\lambda^{\prime} \mu^{\prime}\right) & \left(\lambda_{2} \mu_{23}\right) & \left(\lambda_{2} \mu\right)
\end{array}\right)_{\rho^{\prime} p} U\left(\begin{array}{ccc}
\left(\lambda_{1}^{\prime} \mu_{1}^{\prime}\right) & (10) & \left(\bar{\lambda}_{1} \bar{\mu}_{1}\right) \\
\left(\lambda_{2}^{\prime} \mu_{2}^{\prime}\right) & (10) & \left(\bar{\lambda}_{2} \bar{\mu}_{2}\right) \\
\left(\lambda^{\prime} \mu^{\prime}\right) & \left(\lambda_{2} \mu_{23}\right) & \left(\lambda^{\prime} \mu\right)
\end{array}\right)_{\rho^{\prime} \bar{\rho}}\right. \\
& =(-)^{\lambda_{2}+\mu_{2}+\bar{\lambda}_{2}+\bar{\mu}_{2}} U\left(\begin{array}{ccc}
\left(\lambda_{i}^{\prime} \mu_{1}^{\prime}\right) & (10) & \left(\lambda_{1} \mu_{1}\right) \\
(10) & \left(\lambda_{2}^{\prime} \mu_{2}^{\prime}\right) & \left(\lambda_{2} \mu_{2}\right) \\
\left(\bar{\lambda}_{1} \bar{\mu}_{1}\right) & \left(\bar{\lambda}_{2} \bar{\mu}_{2}\right) & \left(\lambda_{\mu}\right)
\end{array}\right)_{\rho \bar{\rho}} . \tag{12}
\end{align*}
$$

The $\mathbf{S U ( 2 )}$ sum rule, Eq. (11), was originally demonstrated in Ref. 10.
The matrix element of Eq. (9) may finally be written as
$\delta_{1 \overline{1}} \delta_{2 \overline{2}}\left\{\mathscr{C}_{6}^{(2)}\left(\left[f_{1}\right]\right)+\mathscr{C}_{6}^{(2)}\left(\left[f_{2}\right]\right)-\frac{1}{3} n_{1} n_{2}\right\}+2(-)^{S_{2}+\bar{S}_{2}+\lambda_{2}+\mu_{2}+\bar{\Lambda}_{2}+\bar{\mu}_{2}} \sum\left\langle\left.\begin{array}{cc}{\left[f_{1}^{\prime}\right]} & {[1]} \\ \left(\lambda{ }_{1}^{\prime} \mu_{1}^{\prime}\right) S_{1}^{\prime} \omega_{1}^{\prime}(10) \frac{1}{2}\end{array} \right\rvert\, \begin{array}{c}{\left[\lambda_{1} \mu_{1}\right) S_{1} \omega_{1}}\end{array}\right\rangle$
$\left.\times\left\langle\left.\begin{array}{cc}{\left[f_{1}^{\prime}\right]} & {[1]} \\ \left(\lambda_{i}^{\prime} \mu_{1}^{\prime}\right) S_{i}^{\prime} \omega_{1}^{\prime} & (10) \frac{1}{2}\end{array} \right\rvert\,\right\rangle \begin{array}{cc}{\left[\bar{\lambda}_{1} \overline{\mu_{1}}\right) \bar{S}_{1} \bar{\omega}_{1}} & \frac{n_{f_{i}^{\prime}}}{n_{f_{1}}} \sum \frac{n_{f_{2}^{\prime}}}{n_{f_{2}}}\left\langle\left.\begin{array}{cc}{\left[f_{2}^{\prime}\right]} & {[1]} \\ \left(\lambda_{2}^{\prime} \mu_{2}^{\prime}\right) S_{2}^{\prime} \omega_{2}^{\prime} & (10)_{2}^{2}\end{array} \right\rvert\, \begin{array}{c}{\left[f_{2}\right]} \\ \left(\lambda_{2} \mu_{2}\right) S_{2} \omega_{2}\end{array}\right\rangle\end{array}\right\rangle$
$\left\langle\begin{array}{cc}{\left[f_{2}^{\prime}\right]} & {[1]} \\ \left(\lambda_{2}^{\prime} \mu_{2}^{\prime}\right) S_{2}^{\prime} \omega_{2}^{\prime} & \left.(10) \frac{1}{2} \left\lvert\, \begin{array}{cc}{\left[f_{2}\right]} \\ \left(\overline{\lambda_{2}} \bar{\mu}_{2}\right) \bar{S}_{2} \bar{\omega}_{2}\end{array}\right.\right)(-)^{2 S_{2}^{\prime}} U\left(\begin{array}{ccc}S_{1}^{\prime} & \frac{1}{2} & S_{1} \\ \frac{1}{2} & S_{2}^{\prime} & S_{2} \\ \bar{S}_{1} & \bar{S}_{2} & S\end{array}\right) U\left(\begin{array}{ccc}\left(\lambda_{1} \mu_{1}^{\prime}\right) & (10) & \left(\lambda_{1} \mu_{1}\right) \\ (10) & \left(\lambda_{2}^{\prime} \mu_{2}^{\prime}\right) & \left(\lambda_{2} \mu_{2}\right) \\ \left(\bar{\lambda}_{1} \bar{\mu}_{1}\right) & \left(\overline{\lambda_{2}} \bar{\mu}_{2}\right) & \left(\lambda_{\mu}\right)\end{array}\right)_{\rho \bar{\rho}} . . . ~ . ~ . ~\end{array}\right.$

TABLE II. The Wigner coefficients for coupling two $\operatorname{SU}(6)$ representations [3] to a final $\mathrm{SU}(6)$ representation [ $f$ ] with subgroup $\operatorname{SU}(3) \otimes \operatorname{SU}(2)$. The $\mathrm{SU}(3)$ labels ( $\lambda \mu$ ) are defined by $\lambda=g_{1}-g_{2}$ and $\mu=g_{2}-g_{3}$.

| [ $f$ ] $(\lambda \mu) S$ | ( 50$) \frac{3}{2} \times(30) \frac{3}{2}$ | $\begin{aligned} & {[3] \times[3]} \\ & \quad(30) \frac{3}{2} \times(11) \frac{1}{2} \end{aligned}$ | (11) $\frac{1}{2} \times(30) \frac{3}{2}$ | (11) $\frac{1}{2} \times(11) \frac{1}{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| [42] (11) 0 |  |  |  | 1 |
| [51](11)7 |  | $-\sqrt{2 / 3}$ |  | $\frac{1}{3} \sqrt{5}$ |
| [42] (11) 1 |  | $\frac{1}{\sqrt{2}}$ | $\frac{1}{\sqrt{2}}$ |  |
| [411] (11)1 |  | $\sqrt{\frac{5}{18}}$ | $-\sqrt{\frac{5}{18}}$ | $\frac{2}{3}$ |
| [42] (11)2 |  | $\frac{1}{\sqrt{2}}$ | $-\frac{1}{\sqrt{2}}$ |  |
| [411] (11)2 |  | $\frac{1}{\sqrt{2}}$ | $\frac{1}{\sqrt{2}}$ |  |
| [42] (30) 0 |  |  |  | 1 |
| [51](30)1 | $\frac{1}{\sqrt{18}}$ | $\frac{1}{\sqrt{18}}$ | $\sqrt{\frac{8}{9}}$ |  |
| [42] (30)1 | $\frac{1}{\sqrt{2}}$ | $-\frac{1}{\sqrt{2}}$ |  |  |
| [411] (30)1 | $\frac{2}{3}$ | $\frac{2}{3}$ | $-\frac{1}{3}$ |  |
| [51] (30)2 |  | $\frac{1}{\sqrt{2}}$ | $-\frac{1}{\sqrt{2}}$ |  |
| [42] (30)2 |  | $\frac{1}{\sqrt{2}}$ | $\frac{1}{\sqrt{2}}$ |  |
| [6] (03)0 | $\frac{1}{\sqrt{5}}$ |  |  | $\sqrt{\frac{4}{5}}$ |
| [42] (03)0 | $\sqrt{\frac{4}{5}}$ |  |  | $-\frac{1}{\sqrt{5}}$ |
| [51] (03)1 | $\sqrt{\frac{5}{4}}$ |  |  | $\frac{2}{3}$ |
| [411] (03)1 | $\frac{2}{3}$ |  |  | $-\frac{1}{3} \sqrt{5}$ |
| [42] (03)2 | 1 |  |  |  |
| [33] (03)3 | 1 |  |  |  |
| 1646 | I. 20, No. 8, Au |  |  | Daniel Strottman |

TABLE II. (Continued).

| $\begin{aligned} & {[51](22) 0} \\ & {[411](22) 0} \end{aligned}$ | $\begin{aligned} & \frac{1}{3} \sqrt{5} \\ & -\frac{2}{3} \end{aligned}$ |  |  | $\begin{aligned} & \frac{2}{3} \\ & \frac{1}{3} \sqrt{5} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| [6] (22)1 | $\frac{1}{3}$ | $\frac{1}{3} \sqrt{2}$ | $\frac{1}{3} \sqrt{2}$ | $\frac{2}{3}$ |
| [51] (22)1 |  | $\frac{1}{\sqrt{2}}$ | $-\frac{1}{\sqrt{2}}$ |  |
| [42] (22) 1 |  | $\frac{1}{2}$ | $\frac{1}{2}$ | $-\frac{1}{\sqrt{2}}$ |
| [42] (22) 1 | $-\frac{2}{3} \sqrt{2}$ |  |  | $\frac{1}{6} \sqrt{2}$ |
| [51] (22)2 | $\frac{2}{3}$ | $\sqrt{\frac{5}{18}}$ | $\sqrt{\frac{5}{18}}$ |  |
| [42] (22)2 |  | $\frac{1}{\sqrt{2}}$ | $-\frac{1}{\sqrt{2}}$ |  |
| [411] (22)2 | $\frac{1}{3} \sqrt{5}$ | $-\frac{1}{3} \sqrt{2}$ | $-\frac{1}{3} \sqrt{2}$ |  |
| [42] (22)3 | 1 |  |  |  |
| [411] (00)0 |  |  |  | 1 |
| [411] (00) 1 |  |  |  | 1 |

The $\operatorname{SU}(6) \supset \mathrm{SU}(3) \otimes \operatorname{SU}(2)$ Wigner coefficients may be taken from Ref. 9 . The unitary $9-j$ and $9-\lambda \mu$ coefficients may be calculated using available programs. ${ }^{11}$ There is no outer multiplicity in the ( $\lambda \mu$ ) coupling save for that which already occurs in the definition of the product states.

Upon diagonalization of the resulting arrays, the eigenvalues will correspond to allowed values of the $\mathrm{SU}(6) \mathrm{Casi}$ mir operator, and the components of the eigenvectors are the desired $\operatorname{SU}(6) \supset \mathrm{SU}(3) \otimes \mathrm{SU}(2)$ Wigner coefficients.

The above procedure defines the necessary steps if both wavefunctions in the basis state, Eq. (3), are comprised of quarks. However, if one cofiguration consists of antiquarks, e.g., $\bar{q}^{n_{2}}$, the procedure must be modified very slightly. If the group conjugate to $\mathrm{SU}(6)$ is $\mathrm{SU}(m)$, e.g., SU()$\left._{f}\right)_{f}$, then a configuration of $6 m$ quarks with $\mathrm{SU}(6), \mathrm{SU}(3)$, and $\mathrm{SU}(2)$ representation $[\mathrm{mmmmmm}](00) 0$ will have the same group properties as the vacuum and a state
$\left|q^{6 m-n}\left[m-f_{6} \cdots m-f_{1}\right](\lambda \mu) S\right\rangle$ will have the same group properties as $n$ antiquarks. Hence, it suffices to substitute everywhere in Eq. (13) $6 m-n_{2}$ for $n_{2}$. For the current problem this would require a knowledge of the $\mathrm{SU}(6)$ Wigner coefficients relating 17 quarks to 16 quarks. Since columns of six transform as a scalar under $\operatorname{SU}(6)$ transformations, and the corresponding Wigner coefficients are identical, it is adequate to know the coefficients relating 11 quarks to 10 quarks.

The techniques used above will work for any other groups although the use of the sum rules which simplify Eq. (14) may not be general. They will apply, however, to
$\mathrm{SU}(4) \supset \mathrm{SU}(2) \otimes \mathrm{SU}(2)$, and probably to
$\mathrm{SU}(m n) \supset \mathrm{SU}(m) \otimes \mathrm{SU}(n)$. In the event that there occur two or more representations of $\operatorname{SU}(m n)$ which have the same value for $\mathscr{C}_{m}^{(2)}$, the degeneracy may be lifted by diagonalizing $\mathscr{C}_{m}^{(3)}$, the cubic invariant, within the subspace of degenerate representations.

As an application of this procedure the $\operatorname{SU}(6)$ Wigner coefficients relevant for $q^{3} \times q^{3}$ have been calculated in those cases for which the $\operatorname{SU}(3)$ representation of the six quark state is (00) (e.g., a color singlet), (11) or octet, and for (30) or (03) decuplets. The coefficients are given in Table II.
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# Singular spin harmonics 
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#### Abstract

The definition of the spin-weighted spherical harmonics, ${ }_{s} \boldsymbol{Y}_{l m}$, is extended so that all integral spin weights, $s$, are allowed. We then discuss a set of spin-weighted functions, ${ }_{s} Z_{l m}$, which are analogous to the spherical harmonics of the second kind.


## 1. INTRODUCTION

A fruitful area for research has been provided recently by the spin-weighted spherical harmonics, which have been discussed in relation to representation theory, ${ }^{1}$ conserved quantities in relativity theory, ${ }^{2}$ Maxwell's equations, ${ }^{3}$ the gravitational field equations, ${ }^{4}$ and in manifold theory. ${ }^{5}$ In all applications to date the fields being described by spinweighted spherical harmonics (hereafter referred to as spin harmonics) have been regular ${ }^{6}$ on all points of the unit sphere.

This paper relaxes the regularity condition, thereby allowing nonregular points on the unit sphere, which are necessary if the formalism of spin harmonics is to describe, for example, the half-space problems of geophysics, where singularities occur in the magnetic field at the positions of current electrodes. Only integral spin fields are discussed in this paper.

## 2. SPIN HARMONICS

In this section we review some results which are needed later.

For a field, $\zeta$, of spin weight $s$, the differential operators, $ð$ and $\bar{\delta}$, are defined by

$$
\begin{align*}
& \partial \zeta=-\left(\partial_{\theta}+i \csc \theta \partial_{\phi}-s \cot \theta\right) \zeta  \tag{2.1}\\
& \partial \zeta=-\left(\partial_{\theta}-i \csc \theta \partial_{\phi}+\operatorname{scot} \theta\right) \zeta \tag{2.2}
\end{align*}
$$

where $(r, \theta, \phi)$ is a spherical polar coordinate system. The spin harmonics, ${ }_{s} Y_{l m}$, are defined as

$$
\begin{align*}
{ }_{s} Y_{l m}= & e^{i m \phi}\left(\sin \frac{\theta}{2}\right)^{2 l} \sum_{n} a_{s l m n}\left(\cot \frac{\theta}{2}\right)^{2 n+s-m}  \tag{2.3}\\
a_{s l m n}= & (-1)^{l-n-s}\left(\frac{(l+m)!(l-m)!(2 l+1)}{(l+s)!(l-s)!4 \pi}\right)^{1 / 2} \\
& \times C_{n}^{l-s} C_{n+s-m}^{l+s} \tag{2.4}
\end{align*}
$$

and satisfy ${ }^{7}$

$$
\begin{align*}
& { }_{0} Y_{l m}=Y_{l m}, \quad-{ }_{-s} Y_{l m}=(-1)^{s+m}{ }_{s} \bar{Y}_{l-m},  \tag{2.5}\\
& ð_{s} Y_{l m}=\sqrt{(l-s)(l+s+1)_{s+1}} Y_{l m}  \tag{2.6}\\
& \overline{\mathrm{\delta}}_{s} Y_{l m}=-\sqrt{(l+s)(l-s+1)}  \tag{2.7}\\
& \bar{\delta}_{s-1} Y_{s l m} Y_{l m}=(s-1)(l+s+1)_{s} Y_{l m} \tag{2.8}
\end{align*}
$$

where $|s| \leqslant 1$ and $l \geqslant|m|$.
Goldberg et al. ${ }^{8}$ have shown that the ${ }_{s} Y_{l m}$ form a complete orthonormal set of functions for regular integral spin fields on the unit sphere. However, the ${ }_{s} Y_{l m}$ are not defined for $|s|>l$, and so from Eq. (2.7), they cannot describe field, $\xi$,
which satisfies $\bar{\partial} \xi={ }_{0} Y_{00}$. This is shown in the Appendix to be the equation for the magnetic field from a steady state electric monopole in a uniform half-space, which suggests extending the definition of the spin harmonics to allow for all integral values of $s$.

## 3. SINGULAR SPIN HARMONICS

The singular spin harmonics ${ }_{s} Y_{l m}$ are defined as

$$
\begin{align*}
{ }_{s} Y_{l m}= & e^{i m \phi}\left(\tan \frac{\theta}{2}\right)^{s-m} \sum_{n=0}^{l-m} b_{s l m n}\left(\sin \frac{\theta}{2}\right)^{2 m+2 n}  \tag{3.1}\\
b_{s l m n}= & (-1)^{s+n-l}\left(\frac{(2 l+1)(l-m)!}{4 \pi(l+m)!}\right)^{1 / 2} \\
& \times \frac{(m+l+n)!}{(m+s+n)!n!(l-m-n)!} \tag{3.2}
\end{align*}
$$

and satisfy

$$
\begin{align*}
& { }_{-s} Y_{l m}=(-1)^{m+s_{s}} \bar{Y}_{l-m}  \tag{3.3}\\
& \mathrm{ð}_{s} Y_{l m}=(s-l)(l+s+1)_{s+1} Y_{l m}  \tag{3.4}\\
& \overline{\mathrm{\delta}}_{s} Y_{l m}={ }_{s-1} Y_{l m}  \tag{3.5}\\
& \mathrm{ð}_{-s} Y_{l m}={ }_{-s+1} Y_{l m},  \tag{3.6}\\
& \overline{\mathrm{\delta}}_{-s} Y_{l m}=(s-l)(l+s+1)_{-s-1} Y_{l m}, \tag{3.7}
\end{align*}
$$

with ${ }_{s} Y_{l m}$ being regular at the north pole $(\theta=0), s, l,|m|$ being nonnegative integers with $s>l \geqslant|m|$, and $Y_{l m},{ }_{-I} Y_{l m}$ being the spin harmonics defined in Eqs. (2.3) and (2.4).

Since the ${ }_{s} Y_{l m}$ are not square integrable over the unit sphere when $|s|>l$, the definitions just given could be modified by constant normalization factors, which would alter the numerical coefficients in Eqs. (3.3)-(3.7). Singular spin harmonics can also be defined via the hypergeometric functions ${ }^{9}$ or through Eqs. (3.5) and (3.6), together with a regularity condition either at the north pole, or at the south pole ( $\theta=\pi$ ).

## 4. THE SPIN-WEIGHTED FUNCTIONS

Newman and Penrose have shown that $\delta_{0}^{s} Y_{l m}$ and $\overline{\mathbf{\gamma}}^{s}{ }_{0} Y_{l m}$ have spin weights $s$ and $-s$, respectively. The spherical harmonics of the second kind, ${ }_{o} Z_{I m}$, which are defined ${ }^{11}$ as

$$
\begin{align*}
& { }_{0} Z_{l m}=\left(\frac{(2 l+1)(l-m)!}{4 \pi(l+m)!}\right)^{1 / 2} Q_{l}^{m}(\cos \theta) e^{i m \phi}  \tag{4.1}\\
& Q_{l}^{m}(x)=(-1)^{m}\left(1-x^{2}\right)^{m / 2} \frac{d^{m}}{d x^{m}} Q_{l}(x) \tag{4.2}
\end{align*}
$$

$$
\begin{align*}
Q_{l}(x)= & \frac{1}{2^{l} l!} \frac{d^{l}}{d x^{l}}\left(\left(x^{2}-1\right)^{l} \operatorname{Ln} \frac{1+x}{1-x}\right) \\
& -\frac{1}{2} P_{l}(x) \operatorname{Ln} \frac{1+x}{1-x},  \tag{4.3}\\
P_{l}(x)= & \frac{1}{2^{l} l!} \frac{d^{l}}{d x^{l}}\left[\left(x^{2}-1\right)^{l}\right] \tag{4.4}
\end{align*}
$$

transform as scalars, and so the quantities ${ }^{12}$

$$
\begin{align*}
& |s| Z_{l m}=\boldsymbol{\partial}^{|s|}{ }_{0} Z_{l m},  \tag{4.5}\\
& -|s|  \tag{4.6}\\
& Z_{l m}=\overline{\mathbf{\delta}}_{0}^{|s|} \boldsymbol{Z}_{l m},
\end{align*}
$$

have spin weights $s$ and $-s$ respectively. As with the singular spin harmonics, the definitions given above could be altered by normalization factors since the ${ }_{s} Z_{l m}$ are not square integrable over the unit sphere.

From the definition of ${ }_{0} Z_{l m}$,

$$
\bar{\partial} \partial_{0} Z_{l m}=-l(l+1)_{0} Z_{l m}
$$

or

$$
\bar{\delta}_{1} Z_{l m}=-l(l+1)_{0} Z_{l m} .
$$

Using the commutator relation

$$
\begin{equation*}
[\overline{\mathrm{\delta}}, \varnothing]=2 s, \tag{4.7}
\end{equation*}
$$

and Eqs. (4.5) and (4.6), it can be shown by induction that, for positive $s$,

$$
\begin{align*}
& \overline{\mathrm{\delta}}_{s} Z_{l m}=(l+s)(s-l-1)_{s-1} Z_{l m},  \tag{4.8}\\
& \mathrm{\partial}_{-s} Z_{l m}=(l+s)(s-l-1)_{-s+} Z_{l m},  \tag{4.9}\\
& \overline{\mathrm{\delta}}_{s} Z_{l m}=(s-l)(l+s+1)_{s} Z_{l m} . \tag{4.10}
\end{align*}
$$

We shall now show that the ${ }_{s} Z_{l m}$ are nonzero for all integral $s$, and that for fixed $s, l, m$, the ${ }_{s} Y_{l m}$ and ${ }_{s} Z_{l m}$ are linearly independent. For this it is sufficient to consider only positive $s$.

Let $r(l, m)$ be the first integer, for fixed $l$ and $m$, for which ${ }_{r+1} Z_{l m}$ is zero. The linearity of $\partial$ in Eq. (2.1) then shows that ${ }_{r} Z_{l m}$ is proportional to ${ }_{l} Y_{l m}$, so that $r=l$. By hypothesis, ${ }_{s} Z_{l m}$ is nonzero for all $s<r+1$, and so applying $\bar{\delta}^{\prime}$ to both $Y_{I m}$ and $Z_{I m}$, and using Eq. (4.8), shows that ${ }_{0} Y_{l m}$ and ${ }_{0} Z_{l m}$ are proportional. This contradiction proves that ${ }_{s} Z_{l m}$ are nonzero for all $s$. Linear independence follows by operating repeatedly with $\overline{\mathbf{\delta}}$, together with the facts that firstly ${ }_{0} Y_{l m}$ and ${ }_{0} Z_{l m}$ are linearly independent, and secondly that ${ }_{l} Y_{I m}$ and $Z_{I m}$ cannot be linearly dependent since $\partial_{l} Y_{l m}$ is zero, whereas $\partial_{l} Z_{l m}$ is nonzero.

A geometric picture of the action of $\varnothing$ and $\bar{\varnothing}$ on the ${ }_{s} Y_{l m}$ and ${ }_{s} Z_{l m}$ can be obtained by associating with each pair $\left({ }_{s} Y_{l m}, Z_{l m}\right)$ the point $(m, l, s)$ in a right-handed Cartesian coordinate system, with positive $s$ along the positive vertical direction. We call the set of points with $|s| \leqslant l$ and $0 \leqslant|m| \leqslant l$
the inner region $I$ and those with $|s|>l \geqslant|m| \geqslant 0$ the outer region. The set of points in the outer region for which $s>0$ and $s<0$ are denoted by $\theta^{+}$and $\theta^{-}$, respectively. Then $\varnothing$ and $\bar{\delta}$ allow us to move vertically up and down in $I$, in $\theta^{+}$, or in $\theta^{-}$. However, we can only cross from the inner to the outer region along the ${ }_{s} Z_{l m}$, and only from the outer to the inner regions along ${ }_{s} Y_{l m}$.

Finally, the notation above was chosen so that ${ }_{s} Y_{l m} \sim{ }_{s} P_{l}^{m} e^{i m \phi}$ and ${ }_{s} Z_{l m} \sim{ }_{s} Q_{l}^{m} e^{i m \phi}$. Unfortunately, this notation clashes with that of Teukolsky, who denoted by spheroidal harmonics ( ${ }_{a s} Y_{l m}$ ?) by ${ }_{s} Z_{l m}$.

## APPENDIX

A steady state electric monopole denotes a steady current $I$, flowing up from the south pole of a spherical polar coordinate system, and into a uniform half-space, $0 \leqslant \theta \leqslant \pi / 2$, of constant conductivity $\sigma$. The magnetic fields have only a $\phi$ component, and so the quantities $\pm i B_{\phi}$ have spin weights $\pm 1$. For $\pi \geqslant \theta \geqslant \pi / 2, B_{\phi}=\mu I \csc \theta / 2 \pi r$, while for $\pi / 2 \geqslant \theta \geqslant 0$, $B_{\phi}=\mu I \tan \left(\frac{1}{2} \theta\right) / 2 \pi r$. It is straightforward to show that in the conducting medium, Maxwell's equations

$$
\begin{aligned}
& ð B_{0}=-\partial_{r}\left(r B_{+}\right)-i r\left(\mu \sigma E_{+}+\mu \epsilon \partial_{t} E_{+}\right), \\
& \partial E_{0}=i r \partial_{t} B_{+}-\partial_{r}\left(r E_{+}\right), \\
& \bar{\jmath}\left(r B_{+}\right)=\partial_{r}\left(r^{2} B_{0}\right)-i r^{2}\left(\mu \sigma E_{0}+\mu \epsilon \partial_{t} E_{0}\right), \\
& \bar{\partial}\left(r E_{+}\right)=\partial_{r}\left(r^{2} E_{0}\right)+i r^{2} \partial_{r} B_{0} \\
& B_{0}=B_{r} \quad E_{0}=E_{r} \\
& B_{+}=B_{\theta}+i B_{\phi}, \quad E_{+}=E_{\theta}+i E_{\phi},
\end{aligned}
$$

imply

$$
\bar{\delta} \xi={ }_{0} Y_{00}, \quad \text { where } B_{\phi}=-\mu I \xi \sqrt{\pi} r
$$
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# An application of Lax's estimates to the determination of critical crystal thickness in nonlinear laser optics 
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#### Abstract

Lax's estimates concerning the development of singularities of solutions of the Cauchy problem for $2 \times 2$ quasilinear hyperbolic systems are applied to the Maxwell system of nonlinear optics, which describes the propagation of a plane polarized laser wave through a uniaxial piezoelectric crystal, in a direction orthogonal to the optic axis, and neglecting absorption and dispersion. The "critical thickness" of the crystal, i.e., the distance after which (shock) singularities necessarily occur, is evaluated within an error of order less than $10^{-3}$, and is found to be proportional to the ratio of laser wavelength to peak amplitude times the nonlinear optical coefficient. The critical thickness appears to be ordinarily of the order of a few cm .


## INTRODUCTION

We consider the following Cauchy problem for the $2 \times 2$ quasilinear hyperbolic Maxwell system:

$$
\frac{\partial E}{\partial x}+\mu_{0} \frac{\partial H}{\partial t}=0
$$

$$
\frac{\partial H}{\partial x}+\epsilon_{2} \frac{\partial E}{\partial t}+2 \eta E \frac{\partial E}{\partial t}=0
$$

for $t \in \mathbb{R}, x>0$, and

$$
\begin{equation*}
E(0, t)=2(1+K)^{-1} E_{L} \cos (\omega t) \tag{2}
\end{equation*}
$$

$$
H(0, t)=2 K(1+K)^{-1}\left(\epsilon_{0} / \mu_{0}\right)^{1 / 2} E_{L} \cos (\omega t)
$$

for $t \in \mathbb{R}, x=0$, where $K=\left(\epsilon_{2} / \epsilon_{0}\right)^{1 / 2}$. This problem corresponds to a mathematically idealized version of the following physical situation ${ }^{1-7}$ : A plane polarized (monochromatic harmonic) laser wave, with wavelength $\lambda=2 \pi c_{0} / \omega$ [ $c_{0}=\left(\epsilon_{0} \mu_{0}\right)^{-1 / 2}$ ] and peak amplitude $E_{L}$, propagating in vacuo along the $x$ axis, is normally incident on a crystal slab $D_{a}=\{0<x<a\}(a>0)$ with refractive index $K$ and nonlinear optical coefficient proportional to $\eta$ [see (5) and (11)]. Then, letting $a \rightarrow+\infty$ yields the half-space problem (1), (2).

It is well known that if the crystal is piezoelectric, (second) harmonic generation may occur for the reflected ( $x<0$ ) and transmitted $(x>a)$ wave: This phenomenon was first revealed for quartz by the experiments of Franken et al. ${ }^{8}$ and has since been the object of a large amount of experimental and theoretical investigations (see, e.g., Refs. 9 and 10) using crystals of thickness of the order of 1 cm , or less.

In some recent papers (Refs. 1-6; see also Refs. 7, 11, and 12) a rigorous mathematical theory of (second) harmonic generation of laser radiation by a (thin) slab $D_{a}$ of a piezoelectric crystal has been proposed. This theory is based on the study of a boundary value problem (at $x=0, a$ ) for the

[^5]system (1), and is also physically rigorous insofar as absorption and dispersion can be neglected, the crystal belongs to suitable uniaxial classes, and the geometry is conveniently chosen: in particular if the crystal is of class $32-\mathrm{D} 3$ with optic axis parallel to the magnetic field $H$ (and orthogonal to the $x$ axis and to the electric field $E$ ). ${ }^{11,12}$ Then, the presence of a second harmonic wave has been rigorously proved, in the framework of this theory, by means of a convergent numerical method of successive approximations, ${ }^{5-6}$ based on the existence and uniqueness theorem given by Cesari, ${ }^{3-4}$ provided $a$ is small enough, $a<\bar{a}$; an estimate by defect of $\bar{a}$ is included in the proof ( $\bar{a} \simeq 0.2 \mathrm{~cm}$. for quartz, see Ref. 7).

When $a \rightarrow+\infty$, the linear reflected wave for $x>0$ disappears, and the boundary conditions reduce to Cauchy initial conditions for $x=0$. (See Sec. 3.) Then, according to a general result by P.D. Lax, ${ }^{13}$ the smooth solution of (1) and (2) does not exist for values of $x$ exceeding a "critical value" $a_{c}$ (Theorem 1), and estimates by excess and by defect of $a_{c}$ can be obtained by applying to (1) and (2) the general estimates of Ref. 13, as explicitly developed in Ref. 14. The estimates by excess and by defect thus derived are found to coincide at the order of approximation $O\left(E_{L} \chi_{2}\right)$ [see (14)], and yield therefore an exact value of the critical thickness $a_{c}$ at the same order of approximation [see (13)].

## 2. ESTIMATE OF THE CRITICAL THICKNESS

We shall follow the notations of Refs. 7 and 14.
Let us define, as usual, $c_{2}=\left(\epsilon_{2} \mu_{0}\right)^{-1 / 2}, K=c_{0} / c_{2}$; next, we define the new independent variable $y=c_{2} t$ and new unknown functions $u=u(x, y), v=v(x, y)$ as follows:
$K\left(\epsilon_{0} / \mu_{0}\right)^{1 / 2} E(x, t)=u(x, y), \quad H(x, t)=v(x, y)$.
Then, (1) and (2) become
$u_{x}+v_{y}=0, \quad v_{x}+u_{y}+2 \epsilon u u_{y}=0 \quad(y \in \mathbb{R}, x>0)$,
$u(0, y)=\Omega \cos \left(2 \pi K \lambda-{ }^{1} y\right), \quad v(0, y)=u(0, y) \quad(y \in \mathbb{R}$,
$x=0$ ),
where

$$
\begin{align*}
& \epsilon=\left(\epsilon_{0} K^{2}\right)^{-1} \mu_{0} c_{2} \eta, \quad \Omega=2 \alpha_{0} E_{L} K(K+1)^{-1} \\
& \alpha_{0}=\left(\frac{\epsilon_{0}}{\mu_{0}}\right)^{1 / 2} \tag{5}
\end{align*}
$$

System (3) is of the form $w_{x}+A(w) w_{y}=0, w=(u, v)$, and matrix

$$
A=[0,1 ; 1+2 \varepsilon u, 0] .
$$

Eigenvalues and left eigenvectors of $A$ are given by
$\rho_{1}=(1+2 \epsilon u)^{1 / 2}=-\rho_{2}, \quad b_{1}=\left(\rho_{1}, 1\right), \quad b_{2}=\left(\rho_{2}, 1\right)$.
Thus, (3) is strictly hyperbolic in the sense of Lax ${ }^{15}$ provided $2|\epsilon u|<1$ [see (14)], and can be reduced to the "second canonic form" ${ }^{\prime}$ by taking scalar products by $b_{1}$ and $b_{2}$, respectively,

$$
\left(v_{x}+\rho_{i} v_{y}\right)+\rho_{i}\left(u_{x}+\rho_{i} u_{y}\right)=0 \quad(i=1,2)
$$

The Riemann invariants $z_{1}, z_{2}$ satisfy the equations (see Ref. 16, p. 430):

$$
\frac{\partial z_{i}}{\partial u}=\rho_{i}, \quad \frac{\partial z_{i}}{\partial v}=1, \quad(i=1,2)
$$

whence

$$
\begin{aligned}
& z_{1}=v+(3 \epsilon)^{-1}(1+2 \epsilon u)^{3 / 2}-(3 \epsilon)^{-1} \\
& z_{2}=v-(3 \epsilon)^{-1}(1+2 \epsilon u)^{3 / 2}+(3 \epsilon)^{-1}
\end{aligned}
$$

System (3) can now be written in the "first canonic form" ".14 in terms of the Riemann invariants $\left(z_{1}, z_{2}\right)=z$ :

$$
\begin{align*}
& \frac{\partial z_{1}}{\partial x}+\rho_{1}(z) \frac{\partial z_{1}}{\partial y}=0  \tag{7}\\
& \frac{\partial z_{2}}{\partial x}+\rho_{2}(z) \frac{\partial z_{2}}{\partial y}=0
\end{align*}
$$

with Cauchy conditions

$$
\begin{aligned}
z_{1}(0, y) \equiv & \varphi_{1}(y)=\Omega \cos (2 \pi K \lambda-1 y) \\
& +(3 \epsilon)^{-1}[1+2 \epsilon \Omega \cos (2 \pi K \lambda-1 y)]^{3 / 2}-(3 \epsilon)^{-1} \\
z_{2}(0, y) \equiv & \varphi_{2}(y)=\Omega \cos (2 \pi K \lambda-1 y) \\
& -(3 \epsilon)^{-1}\left[1+2 \epsilon \Omega \cos \left(2 \pi K \lambda-^{-1} y\right)\right]^{3 / 2}+(3 \epsilon)^{-1}
\end{aligned}
$$

Since in general $|\epsilon \Omega| \ll 1$ [see Refs. 7, 9, and 10 and Eqs. (11) and (14)]: $|\epsilon \Omega|<10^{-6}$, we shall henceforth neglect terms of the order of $o(\epsilon \Omega)$ [i.e., terms of the order $o\left(E_{L} \chi_{2}\right)$, see (14)] and take into consideration the approximate expressions of (7) and (7') up to and including terms of the order $O\left(E_{L} \chi_{2}\right)$. We then find:

$$
\begin{align*}
& z_{1} \cong v+u+2^{-1}(\epsilon u) u, \quad z_{2} \cong v-u-2^{-1}(\epsilon u) u  \tag{8}\\
& \rho_{1} \cong 1+\epsilon u \cong 1+2^{-1} \epsilon\left(z_{1}-z_{2}\right) \cong-\rho_{2} \tag{9}
\end{align*}
$$

while for the Cauchy data we need only retain terms of order $O(1)$ :
$z_{1}(0, y) \cong v(0, y)+u(0, y)=2 \Omega \cos \left(2 \pi K \lambda-{ }^{1} y\right) \cong \varphi_{1}(y)$,
$z_{2}(0, y) \cong v(0, y)-u(0, y)=0 \cong \varphi_{2}(y)$.
Hence, $z_{1} \in[-2 \Omega, 2 \Omega]$ (see Ref. 14).
Following the notation of Refs. 7 and 14 we have here:
$\Lambda=4 \pi K \lambda{ }^{-1} \Omega \equiv 8 \pi K^{2}(K+1)^{-1} \lambda^{-1}\left(\epsilon_{0} / \mu_{0}\right)^{1 / 2} E_{L}$,
$L=|\epsilon|=4 \pi K^{-3}\left(c_{0} \epsilon_{o}\right)^{-1}\left|\chi_{2}\right|$,
where $4 \pi \chi_{2}$ is the relevant nonlinear optical coefficient (divided by $\epsilon_{0}$ ) in the rationalized MKSA (Giorgi) system of units ( $\chi_{2}$ is expressed in $\mathrm{m} /$ Volt). We shall henceforth assume, without loss of generality, $\epsilon>0, \chi_{2}>0$ [ $\chi_{2}>0$ for quartz, see Ref. 10; the case of negative $\chi_{2}$ can be recovered by a $\pi$-phase shift of the incident laser wave (2)]. From (9) we find

$$
\begin{align*}
& \frac{\partial \rho_{1}}{\partial z_{1}} \cong \frac{\partial \rho_{2}}{\partial z_{2}} \cong \frac{\epsilon}{2} \cong-\frac{\partial \rho_{1}}{\partial z_{2}} \cong-\frac{\partial \rho_{2}}{\partial z_{1}},  \tag{12}\\
& \rho_{1}-\rho_{2}=2 \rho_{1} \cong 2(1+\epsilon u) \cong 2
\end{align*}
$$

thus, system (7) is genuinely nonlinear in the sense of Lax, ${ }^{15}$ and all assumptions of Ref. 14 are satisfied.

Lax's estimates for strictly hyperbolic and genuinely nonlinear $2 \times 2$ systems of partial differential equations are based on evaluations of the following quantities ${ }^{14}$ :

$$
\begin{aligned}
W_{1}= & \int_{z_{2}}^{\varphi_{2}(y)} d \alpha\left(\frac{\partial \rho_{1}\left(\varphi_{1}(y), \alpha\right)}{\partial \alpha}\right) \\
& \times\left[\rho_{1}\left(\varphi_{1}(y), \alpha\right)-\rho_{2}\left(\varphi_{1}(y), \alpha\right)\right]^{-1}, \\
W_{2}= & \int_{\varphi_{1}(y)}^{z_{1}} d \alpha\left(\frac{\partial \rho_{2}\left(\alpha, \varphi_{2}(y)\right)}{\partial \alpha}\right) \\
& \times\left[\rho_{1}\left(\alpha, \varphi_{2}(y)\right)-\rho_{2}\left(\alpha, \varphi_{2}(y)\right)\right]^{-1}, \\
A_{1}= & \sup _{y}\left\{-\left(\frac{d \varphi_{1}}{d y}\right) \min _{z_{2}}\left[\left(\frac{\partial \rho_{1}\left(\varphi_{1}(y), z_{2}\right)}{\partial z_{1}}\right) \exp \left(W_{1}\right)\right]\right\}, \\
A_{2}= & \sup _{y}\left\{-\left(\frac{d \varphi_{2}}{d y}\right) \min _{z_{2}}\left[\left(\frac{\partial \rho_{2}\left(z_{1}, \varphi_{2}(y)\right)}{\partial z_{2}}\right) \exp \left(W_{2}\right)\right]\right\}, \\
B_{1}= & \sup _{y}\left\{\left|\frac{d \varphi_{1}}{d y}\right| \max _{z_{2}}\left[\left(\frac{\partial \rho_{1}\left(\varphi_{1}(y), z_{2}\right)}{\partial z_{1}}\right) \exp \left(W_{1}\right)\right]\right\}, \\
B_{2}= & \sup _{y}\left\{\left|\frac{d \varphi_{2}}{d y}\right| \max _{z_{1}}\left[\left(\frac{\partial \rho_{2}\left(z_{1}, \varphi_{2}(y)\right)}{\partial z_{2}}\right) \exp \left(W_{2}\right)\right]\right\},
\end{aligned}
$$

where the sup with respect to $y$ is taken on $\mathbb{R}$ and the max and min with respect to $z_{i}$ are taken on $[-2 \Omega, 2 \Omega] .{ }^{14}$

Define $A_{c}=\max _{i}\left(A_{i}\right), B_{c}=\max _{i}\left(B_{i}\right)(i=1,2)$.Then, Lax's theorem ${ }^{13}$ can be stated as follows ${ }^{14}$ :

Theorem 1: The smooth (differentiable) solution of (7), (7') exists for all $x<B_{c}{ }^{-1}$, and does not exist for $x \geqslant A_{c}{ }^{-1}$. (If $A_{c} \leqslant 0$, estimate $A_{c}^{-1}$ drops out). See also Ref. 18.

Since $\varphi_{2}(y) \cong 0$, the solution of (7), ( $7^{\prime}$ ) at the order of approximation stated above is a simple wave ${ }^{16}\left(z_{2} \equiv 0\right.$ for all $x \geqslant 0$ ). Then, according to Ref. 14):

$$
a_{c} \geqslant(\Lambda L)^{-1} .
$$

By force of (11) we find here:

$$
a_{\mathrm{c}} \geqslant\left(32 \pi^{2}\right)^{-1} K(K+1) \lambda\left(E_{L} \chi_{2}\right)^{-1} \equiv(\Lambda L)^{-1}
$$

Moreover, since the solution is (approximately) a simple wave, we know (Ref. 14, Corollary 2) that Lax's estimate by excess $A_{c}{ }^{-1}$ yields the exact value of $a_{c}$ : Hence

$$
(A L)^{-1} \leqslant a_{c}=A_{c}^{-1} .
$$

We shall now show that $A_{c}^{-1}=2(\Lambda L)^{-1}$ [see (13)]. Indeed, by force of (8)-(12) we find here:

$$
\begin{aligned}
W_{1} & \cong-(\epsilon / 2) \int_{z_{2}}^{0} d \alpha(1 / 2)=(\epsilon / 4) z_{2}=0 \\
W_{2} & \cong-(\epsilon / 2) \int_{\varphi_{1}(y)}^{z_{1}} d \alpha(1 / 2)=-(\epsilon / 4)\left[z_{1}-\varphi_{1}(y)\right] \\
A_{1} & \cong \sup _{y}\left[-\left(\frac{d \varphi_{1}}{d y}\right) \min _{z_{2}}\left(\frac{\epsilon}{2} \exp \left(W_{1}\right)\right)\right] \\
& \cong \frac{\epsilon}{2} \sup _{y}\left[-\left(\frac{d \varphi_{1}}{d y}\right)\right] \cong \frac{\epsilon}{2} \Lambda
\end{aligned}
$$

see (11) and (14);
$A_{2} \cong \sup _{y}\left[-\left(\frac{d \varphi_{2}}{d y}\right) \min _{z_{1}}\left(\frac{\epsilon}{2} \exp \left(W_{2}\right)\right)\right] \cong 0 ;$
$B_{1} \cong \sup _{y}\left[\left|\frac{d \varphi_{1}}{d y}\right| \max _{z_{2}}\left(\frac{\epsilon}{2} \exp \left(W_{1}\right)\right)\right]$
$\cong \frac{\epsilon}{2} \sup _{y}\left(\left|\frac{d \varphi_{1}}{d y}\right|\right) \cong A_{1}$
$B_{2} \cong \sup _{y}\left[\left|\frac{d \varphi_{2}}{d y}\right| \max _{z ;}\left(\frac{\epsilon}{2} \exp \left(W_{2}\right)\right)\right] \cong 0$.
Thus, we have $A_{c} \cong B_{c} \cong A_{1} \cong \Lambda L / 2=(\epsilon / 2) \Lambda$, the estimates by excess and by defect of $a_{c}$ coincide (see also Theorem 6 of Ref. 14), and $a_{c}=2(\Lambda L)^{-1}$.

Summarizing, we find here, at the order of approximation $O\left(E_{L} \chi_{2}\right)$, the exact estimate for the critical thickness of the crystals:

$$
\begin{equation*}
a_{c}=\frac{K(K+1)}{16 \pi^{2}} \frac{\lambda}{E_{L} \chi_{2}} \tag{13}
\end{equation*}
$$

The nondimensional number $E_{L} \chi_{2}$ is usually very small in experiments ${ }^{7,9,10}$ : If we assume

$$
\begin{equation*}
E_{L} \chi_{2}<10^{-6}, \tag{14}
\end{equation*}
$$

we find that the critical thickness is of the order of a few centimeters.

For instance, in the case of quartz, according to Ref. 10, we have the values: $K \cong 1.54, \lambda \cong 7000 \AA, \chi_{2} \cong 2.8 \times 10^{-14}$ $\mathrm{m} /$ Volt, $E_{L} \chi_{2} \cong 2.8 \times 10^{-7}$ whence $a_{c} \cong 6 \mathrm{~cm}$.

## 3. THE SECOND-HARMONIC REFLECTED WAVE

The Cauchy conditions (2) at the wall $x=0$ are admittedly approximate ones, valid at the order of approximation $O(1)$ (which is sufficient for the purposes of Sec. 2) and do not allow for the presence of a (second-) harmonic reflected wave for $x<0$. The exact Cauchy data for $x=0$ can be found under the assumption (see the introduction) that the solution inside the half-space $x \geqslant 0$ be (rigorously) given by the nonlinear progressive simple wave $z_{1}(x, y)$, i.e., $z_{2}(x, y) \equiv 0$ for $x \geqslant 0$. For this it is necessary and sufficient that $\varphi_{2}(y) \equiv 0$, that is

$$
v(0, y)-(3 \epsilon)^{-1}[1+2 \epsilon u(0, y)]^{3 / 2}+(3 \epsilon)^{-1}=0
$$

[see the formulas preceding (7)], whence

$$
\begin{align*}
& H(0, t)-(3 \epsilon)^{-1}\left[1+2 \epsilon K\left(\epsilon_{0} / \mu_{0}\right)^{1 / 2} E(0, t)\right]^{3 / 2} \\
& \quad+(3 \epsilon)^{-1}=0 . \tag{15}
\end{align*}
$$

On the other hand, since for $x<0$ the e.m. field satisfies the linear Maxwell system [i.e., system (1) with $\eta=0$ and $\epsilon_{2}$
replaced by $\epsilon_{0}$ ] whose general integral is well known in terms of two arbitrary opposite travelling (linear) simple waves, by the same token as in ${ }^{1-7}$ we find:

$$
\begin{equation*}
\left(\epsilon_{0} / \mu_{0}\right)^{1 / 2} E(0, t)+H(0, t)=2\left(\epsilon_{0} / \mu_{0}\right)^{1 / 2} E_{L} \cos (\omega t) . \tag{16}
\end{equation*}
$$

The exact Cauchy data $E(0, t), H(0, t)$ on the wall $x=0$ are solutions of (15) and (16): Elimination yields a third degree algebraic equation in $H(0, t)$. For practical purposes, however, we may restrict ourselves to the order of approximation $O\left(E_{L} \chi_{2}\right)$ as in Sec. 2. Then, from (15) and (16) we find:

$$
\begin{align*}
E(0, t)= & 2(K+1)^{-1} E_{L} \cos (\omega t) \\
& -16 \pi\left[K(K+1)^{3}\right]^{-1}\left(E_{L} \chi_{2}\right) E_{L} \cos ^{2}(\omega t)  \tag{17}\\
H(0, t)= & \left(\epsilon_{0} / \mu_{0}\right)^{1 / 2}\left\{2 K(K+1)^{-1} E_{L} \cos (\omega t)\right. \\
& \left.+16 \pi\left[K(K+1)^{3}\right]^{-1}\left(E_{L} \chi_{2}\right) E_{L} \cos ^{2}(\omega t)\right\}
\end{align*}
$$

Thus, at the order of approximation stated above, (2) should be replaced by (17); however, the results obtained in Sec. 2 remain unaltered under this substitution.

The second-harmonic reflected wave for $x<0$ is (approximately) given by:

$$
\begin{align*}
E(x, t)= & -8 \pi\left[K(K+1)^{3}\right]^{-1}\left(E_{L} \chi_{2}\right) E_{L} \\
& \times \cos (2 \omega t+4 \pi \lambda-1 x)  \tag{18}\\
H(x, t)= & 8 \pi\left[K(K+1)^{3}\right]^{-1}\left(E_{L} \chi_{2}\right)\left(\epsilon_{0} / \mu_{0}\right)^{1 / 2} E_{L} \\
& \times \cos \left(2 \omega t+4 \pi \lambda^{-1} x\right),
\end{align*}
$$

(the $4 \pi$ factor is due to the definition of the nonlinear optical coefficient as assumed here).

Thus, it remains proved that a (second-) harmonic reflected wave necessarily exists for $x<0$ if the solution inside the half-space $x \geqslant 0$ is a (nonlinear) progressive simple wave, i.e., if reflection from $x=+\infty$ is excluded. Its (approximate) analytical expression (18) coincides with that obtained by application of the KBM (Krylov-Bogoliubov-Mitropol'skiì) perturbative method. ${ }^{17}$
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#### Abstract

Recently Ablowitz and Haberman have shown that, in three spatial dimensions, the nonlinear 3 -wave evolution equation results from the compatibility condition between two well-defined first-order linear differential $3 \times 3$ systems having common solutions. We construct inversionlike integral equations (I.E.) associated with both these two linear differential systems so that the solutions of the I.E. embody their compatibility conditions. The scalar kernels of these I.E. depend upon three independent variables in such a way that there exist degenerate kernels confined in the three-dimensional coordinate space. Consequently we exhibit, for the nonlinear 3 -wave evolution equations, an infinite number of solutions which, at fixed time, are confined in the three-dimensional coordinate space.


## 1. INTRODUCTION

Since the last decade there has been a great interest in the explicit construction of solutions of a class of nonlinear partial differential evolution equations (n.1.p.d.e.), which we think are solvable because they represent the compatibility condition between different linear differential systems. ${ }^{1,2}$ Within the so-called inversionlike integral equation (I.E.) method, which consists ${ }^{3}$ of the construction of a class of potentials and solutions associated with a linear system (without introducing the data), the above n.l.p.d.e. must result from the construction of I.E. which are common to these different linear differential systems. Recently another problem appeared as very interesting: namely, the explicit construction of simple really confined solutions of multidimensional n.l.p.d.e. We have previously developed ${ }^{3,4}$ a method of constructing I.E. associated with multidimensional linear differential systems. Whereas in two-spatial dimensions the potential reconstructed from the I.E. are free and can be confined in the coordinate space, on the contrary in three or more than three coordinate space ${ }^{4}$ the potentials are subject to constraints representing always the compatibility conditions between different linear differential systems. For these dimensional cases, starting from a linear differential system, our I.E. is always associated with at least one other one.

The most simple three-dimensional spatial n.l.p.d.e. is the nonlinear three wave equation (an interesting equation ${ }^{5 a}$ occurring in plasmas and nonlinear optics) which, from the Ablowitz-Haberman and Zakharov-Shabat ${ }^{2}$ works, we know is obtained as the compatibility condition between two $3 \times 3$ differential systems. Zakharov ${ }^{5 b}$ has previously defined a formalism (thereby extending the work in Ref. 2) leading to a class of solutions of the nonlinear three-wave equations in three spatial dimensions. However, among the three coordinates he chooses only one as the variable, whereas the other are parameters. In the present paper, all coordinates are on the same footing, and our formalism is the most general one presented up to now. On the other hand Zak-
harov does not establish the link between the solutions of the associated linear systems and the solutions of the linear integral equation whose restrictions are the solutions of the resulting nonlinear evolution equation. This link is established here and it may be very important for the complete understanding of the problem. On the other hand, Zakharov does not study the possibility of confined solutions which is a very important part of the present paper.

Later we rederive this compatibility result choosing two adequate linear differential systems. In Sec. 2 we consider a very simple representation of the solutions common to both systems and explicitly construct the common I.E. In our method, the scalar $F_{j}^{i}$ kernels of the I.E. associated with a $3 \times 3$ first-order differential system must satisfy three linear partial differential equations (l.p.d.e.). However, here both systems lead to the same set of three 1.p.d.e. Consequently, the $F_{j}^{i}$, which a priori depend upon six variables, can be represented as a function of three independent ones. Although different choices of the three remaining variables are possible, we choose them in such a way that degenerate $F_{j}^{i}$ kernels can be written down as the product of three arbitrary functions, each of them confining, at finite time, in one spatial direction of the three-dimensional coordinate space. Consequently, we find that the potentials reconstructed from these degenerate kernels of the I.E. are confined in the three-dimensional coordinate space.

In Sec. 3 we start with a general representation of the solutions common to both systems and deduce the corresponding I.E. In this case essentially the same features appear; the I.E. depend upon three independent variables in such a way that degenerate kernels lead to confined potential solutions in the three-dimensional coordinate space. Now we rederive the same nonlinear three waves equations as Ablowitz and Habermann, ${ }^{2}$ in a slightly different manner such that:
(i) the intrinsic properties of the n.l.p.d.e. will clearly appear,
(ii) the two associated linear terms continue to have simple common solutions when the potentials are put equal to zero (which is a preliminary convenient step in order to construct common I.E.).

We start with two $3 \times 3$ linear differentials systems with four variables $x_{1}, x_{2}, x_{3}, x_{4}$ (three of them that we do not specify are associated with the coordinates space and another with the coordinate time),

$$
\left(L^{ \pm}-i k \Lambda \pm+R^{ \pm}\right) \Psi=0
$$

where $\Lambda \pm$ are linked diagonal eigenvalues matrices $\Lambda^{ \pm}=\left(\lambda_{i}^{ \pm} \delta_{i j}\right), R \pm$ are the two $3 \times 3$ potentials, $L \pm$ are linked diagonal matrice partial differential operators $L^{ \pm}=\left(l_{i}^{ \pm} \delta_{i j}\right)$, and $\Psi$ is a column vector common to the two systems:

$$
\begin{aligned}
& R^{+}=\left(\begin{array}{ccc}
0 & q_{1}^{2} & 0 \\
0 & 0 & q_{2}^{3} \\
q_{3}^{1} & 0 & 0
\end{array}\right), \quad R^{-}=\left(\begin{array}{ccc}
0 & 0 & q_{1}^{3} \\
q_{2}^{1} & 0 & 0 \\
0 & q_{3}^{2} & 0
\end{array}\right), \\
& \Psi=\left(\begin{array}{l}
U_{1} \\
U_{2} \\
U_{3}
\end{array}\right), \\
& l_{i}^{-}=l_{i+1}^{+}, \quad l_{i}^{+}=l_{i}=\sum_{\mu=1}^{4} a_{i \mu} \frac{\partial}{\partial x_{\mu}}, \quad \lambda_{i}^{-}=\lambda_{i+1}^{+}
\end{aligned}
$$

where $i=1,2,3(i+1=2,3,1)$ are a cyclic permutation. So $L^{-}$and $\Lambda^{-}$are simple cyclic permutations of $L^{+}$and $\Lambda^{+}$.

The compatibility condition is $\left[L^{+}, L^{-}\right] \Psi=0$ or $i k\left(\Lambda^{+} L^{-} \Psi-\Lambda^{-} L^{+} \Psi\right)+L^{+}\left(R^{-} \Psi\right)-L^{-}\left(R^{+}\right.$ $\Psi)=0$. Taking into account the relation $L^{+}\left(R^{-}\right.$ $\Psi)-L^{-}\left(R^{+} \Psi\right)=\left[L^{+} R^{-}-L^{-} R^{+}+R^{-}\left(i k A{ }^{-}\right.\right.$ $\left.\left.-R^{-}\right)-R^{+}\left(i k \Lambda^{+}-R^{+}\right)\right] \Psi$, we eliminate $\Psi$ and get $0 \equiv i k\left[\Lambda^{-} R^{+}-R^{+} \Lambda^{+}-\Lambda^{+} R^{-}+R^{-} \Lambda^{-}\right]$
$+\left[L^{+} R^{-}-L^{-} R^{+}+\left(R^{+}\right)^{2}-\left(R^{-}\right)^{2}\right]$. The first bracket is identically zero whereas the second one written with scalar quantities leads to a set of n.l.p.d.e. between the $\operatorname{six} q_{j}^{i}$ 's.

$$
\left.\begin{array}{r}
l_{j} q_{j}^{j-1}+q_{j}^{j+1} q_{j+1}^{j-1}=0  \tag{2}\\
l_{j} q_{j-1}^{j}+q_{j-1}^{j+1} q_{j+1}^{j}=0
\end{array}\right\}, \quad l_{j}=\sum_{i}^{4} a_{j \mu} \frac{\partial}{\partial x_{\mu}}
$$

where $j=1,2,3(j-1=3,1,2)$ are still a cyclic permutation. If further $q_{j}^{j-1}$ or $q_{j-1}^{j}$ [or $\left.\left(q_{j-1}^{j}\right)^{*}\right]$ are proportional, then Eq. (2) can be written with only three different $q_{j}^{i}$ s, and we get the nonlinear three-wave evolution equations in a three-dimensional coordinate space. We add two remarks associated with the structures of both Eqs. ( $1 \pm$ ) and (2). We remark that the same differential forms $l_{j}, j=1,2,3$, appear in both Eq. $(1 \pm)$ and Eq. (2) and we shall discuss their dimensionality.
(i) We first discuss the three dimensional coordinate space at fixed time: From the twelve $\left\{a_{i \mu}\right\}$ coefficients of the linear differential forms $l_{i}$ let us define four vectors

$$
\mathbf{a}_{\mu}=\left(\begin{array}{l}
a_{1 \mu} \\
a_{2 \mu} \\
a_{3 \mu}
\end{array}\right), \quad \mu=1, \ldots, 4
$$

We require that the $l_{i}$ be really independent in the threedimensional coordinate space (which is not specified at this stage). So we assume

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{a}_{\mu}, \mathbf{a}_{\rho}, \mathbf{a}_{\beta}\right) \neq 0, \quad \mu, \rho, \beta \text { all different. } \tag{3}
\end{equation*}
$$

Otherwise, let us, for instance, assume that the time is $t=x_{4}$ and the spatial coordinates are $x_{1}, x_{2}, x_{3}$ with $\operatorname{det}\left(\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}\right)=0$. We define

$$
\rho_{i}=\left(\begin{array}{l}
\rho_{i 1} \\
\rho_{i 2} \\
\rho_{i 3}
\end{array}\right), \quad i=1,2,3
$$

$$
\operatorname{det}\left(\rho_{i j}\right) \neq 0 \quad \text { and } \quad\left(\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}\right)\left(\boldsymbol{\rho}_{i}\right)=0 \quad \text { for } i=1
$$

and is different of zero for $i=2,3$. We consider a change of spatial coordinates $z_{i}=\Sigma_{i}^{3} \rho_{i j} x_{j}$ and $f$ an arbitrary function of $x_{\mu}, \mu=1, \ldots, 4$, which we write with the new variables $z_{1}, z_{2}, z_{3}, t$ :

$$
l_{i} f=a_{i 4} \frac{\partial f}{\partial t}+\sum_{l=2}^{l=\bar{E}^{3}}\left(\sum_{j=1}^{3} a_{i j} \rho_{l j}\right) \frac{\partial f}{\partial z_{l}} .
$$

Consequently, among the spatial derivatives, $\partial f / \partial z_{1}$ is not present and $z_{1}$ would be essentially a parameter. If Eqs. (2) are of this type, they represent in fact a n.l.p.d.e. in a twodimensional space plus one dimensional time which has been previously solved. ${ }^{4}$ At fixed time the confined solutions are confined in a plane and not in a three-dimensional space.
(ii) We secondly assume always the validity of Eq. (3) in the following of the paper and discuss the four (space+ time $)$ dimensional $x_{\mu}(\mu=1, \ldots, 4)$ associated with Eqs. ( $1 \pm$ ) and (2). We note that for the $\left\{l_{i}\right\}$ or the $\left\{a_{i \mu}\right\} \mu$ runs from 1 to 4 whereas $i$ runs from 1 to 3 . Consequently, we can always, by a change of the (space + time) variables, define new coordinates $y_{v}, v=1, \ldots, 4, y_{v}=\Sigma_{1}^{4} \eta_{\nu \mu}, \operatorname{det}\left(\eta_{\nu \mu}\right) \neq 0$, $\Sigma_{\mu=1}^{4} a_{i \mu} \eta_{1 \mu}=0, i=1,2,3$ rewrite

$$
l_{i} f\left(y_{1}, \ldots, y_{4}\right)=\sum_{v=2}^{4}\left(\sum_{\mu=1}^{4} a_{i \mu} \eta_{v \mu}\right) \frac{\partial f}{\partial y_{v}}
$$

in such a way that $\partial f / \partial y_{1}$ is missing. In that case $y_{1}$ is essentially a parameter while $y_{2}, y_{3}, y_{4}$ with associated partial derivatives, are really variables (linear combination of the space + time coordinates). By this choice of variables Eq. (2) could appear formally similar to a two-spatial dimensional plus one time dimensional problem. However, let us emphasize that the three ( $l_{i} f$ ) cannot be reduced (as in $i$ ) to a form with only two different partial derivatives for the space and one for the time. Consequently, the main difference in this paper is that the solutions of Eq. (2) at fixed time must exist in a really three-dimensional coordinate space instead of a two-dimensional one. (This point leads to very important differences concerning the possible confinement properties of the solution.) As an illustration of the general results obtained in the paper we write down a very simple example of solutions of Eq. (2). Let us consider a four dimensional-space $X_{1}, X_{2}, X_{3}, X_{4}$ defined by the change of variables:

$$
\begin{align*}
X_{j} & =\sum_{1}^{3} \beta_{j l} x_{l}  \tag{4a}\\
X_{4} & =\sum_{1}^{3} \beta_{4 l} x_{l}+x_{4}
\end{align*}
$$

where the constants $\left\{\beta_{j l}\right\}$ are determined by solving the four systems of $3 \times 3$ algebraic linear equations:

$$
\begin{cases}l_{j} X_{j}=l_{j+1} X_{j}=0, & l_{j-1} X_{j}+a_{j-1, j} v_{j-1, j}=0,  \tag{4b}\\ l_{j} X_{4}=0, & j=1,2,3,\end{cases}
$$

where $v_{j,+1}$ are constants and $j=1,2,3$ is still a cyclic permutation. Let us consider

$$
\begin{align*}
D q_{j}^{j-1}= & -a_{j+1, j-1} v_{j+1, j-1} h_{j}^{j-1}\left(X_{j-1}\right) g_{j}^{j-1} \\
& \left(X_{j}\right) l_{j}^{j-1}\left(X_{4}\right), \\
D q_{j-1}^{j}= & -a_{j-1, j} v_{j-1, j} h_{j+1}^{j}\left(X_{j}\right) g_{j-1}^{j+1}\left(X_{j-1}\right)  \tag{5a}\\
& \times A_{j-1, j+1}^{j}\left(X_{j+1}\right) l_{j+1}^{j}\left(X_{4}\right) l_{j-1}^{j+1}\left(X_{4}\right), \\
D=1- & \prod_{j=1}^{3} A_{j-1, j+1}^{j}\left(X_{j+1}\right) l_{j+1}^{j}\left(X_{4}\right), \\
A_{j k}^{i}\left(X_{k}\right)= & \int_{0}^{\infty} g_{k}^{i}\left(u+X_{k}\right) h_{j}^{k}\left(u+X_{k}\right) d u,
\end{align*}
$$

where $h_{j}^{i}, g_{j}^{i} l_{j}^{i}$ are arbitrary functions; then the reader can directly verify with the help of (4b) that Eq. (5a) are solutions of Eq. (2). If further we assume
$\lim _{\left|X_{i}\right| \rightarrow \infty} g_{j}^{i}\left(X_{j}\right)=\lim _{\left|X_{i}\right| \rightarrow \infty} h_{j}^{i}\left(X_{i}\right)=\lim _{\left|X_{0}\right| \rightarrow \infty} l_{j}^{i}\left(X_{4}\right)=0$,
whatever is the variable time chosen among the $x_{\mu}$ 's, the $q_{j}^{i}$ Eq. (5) solutions of Eq. (2) are confined in the three remaining dimensional coordinate space (outside the values where the Fredholm determinant $D$ can vanish).

The main result of Sec. 2 is the following. First we start with the I.E. (11), where the kernels $F_{j}^{i}$ are of the Eq. (4) type and we get the solutions $K_{j}^{i}$. Secondly we consider the restriction $\hat{K}_{j}^{i}=K_{j}^{i}(y=x)$ and apply the relations (10) leading to the potentials $q_{j}^{i}$ 's. It follows that the $q_{j}^{i}$ 's satisfy the n.l.p.d.e. (2). For confined $q_{j}^{i}$ we further assume Eq. (6) for the $F_{j}^{i}$.

In Sec. 3 the main result is the following: We start with (11'), $F_{j}^{i}$ being of the Eq. (4') type, determine $K_{j \mu}^{i}$ and the restrictions $\hat{K}_{j \mu}^{i}=K_{j \mu}^{i}\left(y=x_{\mu}\right)$, and finally obtain $q_{j}^{i}$ [with Eq. (10')] which satisfy Eq. (2). The confined solutions are obtained by assuming Eq. (6').

In Sec. 4 we extend both formalisms of Sec. 2 and 3 in the cases where the representations (8), ( $8^{\prime}$ ) and I.E. (10), ( $10^{\prime}$ ) have integration paths $\left[-\infty, x_{\mu}\right]$ and $\left[x_{\mu}, \infty\right]$. This is the most general result in this paper.

## 2. INVERSIONLIKE FORMALISM FOR A VERY SIMPLE REPRESENTATION OF THE SOLUTIONS OF EQ. $(1 \pm)$

We apply the method developed in previous papers. ${ }^{3,4}$ The first step is to find a set $\left\{\Psi_{j}^{0}\right\}$ of solutions of $(1 \pm)$ when $R^{ \pm}=0$. Secondly, we shall write down a set of representations $\Psi_{j}$, common solutions of ( $1 \pm$ ), when $R^{ \pm} \neq 0$. This will define a set $\left\{K_{j}^{i}\right\}$ of transform of $\left\{\Psi_{j}\right\}$ with respect to $\left\{\Psi_{j}^{0}\right\}$. We shall get two sets of n.l.p.d.e. for the $\left\{K_{j}^{i}\right\}$ and their links with the $q_{j}^{i}$ of $(1 \pm)$. Thirdly, we shall construct an I.E. such that the solutions satisfy these two sets of n.l.p.d.e. associated with ( $1 \pm$ ). Further we study the properties of the kernels of the I.E., particularly those leading, at fixed time, to the confinement properties, in a three-dimen-
sional coordinate space, of the $q_{j}^{i}$ s reconstructed from the I.E. Finally we provide explicit examples where these confinement properties can be directly verified.

## A. A set $\left\{\Psi_{j}^{0}\right\}$ of solutions of Eq. ( $1 \pm$ ) when $\mathbf{R}^{ \pm}=0$

We seek $\Psi_{j}^{0}=\left(u_{j}^{0}\left(x_{1}, \ldots x_{4}\right) \delta_{i j}\right), j=1,2,3, \delta_{i i}=1, \delta_{i j}=0$ if $i \neq j$, such that $\left(L^{ \pm}-i k \Lambda \pm\right) \Psi_{j}^{0}=0$. As a third condition we require that

$$
u_{j}^{0}\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right)
$$

not be a solution of $(1 \pm)$ when $R^{ \pm}=0$. Consequently, we introduce three constants $\gamma_{i} \neq \lambda_{i}$ and require

$$
\begin{align*}
& \left(l_{m}-i k \lambda_{m}\right) u_{j}^{0}=0, \quad m=j, j+1  \tag{7a}\\
& \left(l_{j+2}-i k \gamma_{j+2}\right) u_{j}^{0}=0, \quad \gamma_{j+2} \neq \lambda_{j+2}
\end{align*}
$$

where $j=1,2,3$ is still a cyclic permutation $(j+2=j-1)$.
For the explicit construction of these $u_{j}^{0}$, let us consider twelve functions $v_{j \mu}^{0}$ and constants $\lambda_{j \mu}, j=1, \ldots, 3, \mu=1, \ldots, 4$. In order that Eq. (7) can be satisfied, these functions and constants are subject to the following conditions:

$$
\begin{align*}
& u_{j}^{0}=\prod_{\mu=1}^{4} v_{j \mu}^{0}\left(x_{\mu}\right), \quad\left(\frac{\partial}{\partial x}-i k \lambda_{j \mu}\right) v_{j \mu}^{0}(x)=0 \\
& \sum_{\mu=1}^{4} a_{m \mu} \lambda_{j \mu}=\lambda_{m} . \quad m=j, j+1  \tag{7b}\\
& \sum_{\mu=1}^{4} a_{j+2} \lambda_{j \mu}=\gamma_{j+2} \neq \lambda_{j+2} .
\end{align*}
$$

For $j$ fixed, one $\lambda_{j \mu}$ is given arbitrarily while the three other are obtained by ( 7 b ) from the three algebraic equations which can be solved, due to our condition (3) (on the determinants of the three vectors $\mathbf{a}_{\eta}$ ).

Although the condition introduced $\gamma_{j+2} \neq \lambda_{j+2}$ is certainly trivial for the reader familiar with the inversion formalism, we would like to briefly explain the reason. The difficulty is more easily understood by considering a scalar first order case in one dimension, $[a \partial / \partial x-i k+q(x)] u(x)$ $=0$. Let us try to represent $u$ as $u=u_{0}(x)+\int_{x}^{\infty} K(y, x) u_{0}(y) d y$ with $(a \partial / \partial x-i k) u_{0}(x)=0$. Substituting into the equation, we get $a \int_{x}^{\infty} u_{0}(y)(\partial / \partial x+\partial / \partial y) K d y+u_{0}(x) q(x)=0$. There is no trivial link between the restriction $K(y=x)$ and $q(x)$, and if as usual we want to satisfy this relation putting to zero both terms, we get $q \equiv 0$ and for the transform $K_{i}$
$(\partial / \partial x+\partial / \partial y) K \equiv 0$. Coming back to our $3 \times 3$ system ( $1 \pm$ ), we essentially get the same result: If $u_{j}^{0}$ is solution of the three equations $\left(l_{m}-i k \lambda_{m}\right) u_{j}^{0}=0, m=1,2,3$, then a representation of $\Psi$ in terms of $u_{j}^{0}$ leads to $q_{j}^{i} \equiv 0$ and l.p.d.e. for the transforms.

The fact that $u_{j}^{0}$ is not a solution of $l_{j+2}-i k \lambda_{j+2}$ (or equivalently of $\gamma_{j+2} \neq \lambda_{j+2}$ ) makes it possible for us to introduce new constants $v_{j, \mu}$ defined by

$$
\begin{equation*}
\left(i k\left(\gamma_{j+2}-\lambda_{j+2}\right)+v_{j+2, \mu} a_{j+2, \mu} \frac{\partial}{\partial x_{\mu}}\right) u_{j}^{0}=0 \tag{7c}
\end{equation*}
$$

In the following we represent $\Psi$ in terms of $u_{i}^{0}$, this procedure defining transforms of $\Psi$. These constants $v_{j \mu}$ represent, in some manner, the strength of the nonlinearity that the transforms have to satisfy. (We notice that the $\lambda_{j}, \gamma_{j}, \lambda_{j \mu}, \gamma_{j \mu}$ are real numbers.)

## B. A simple representation of the solutions of ( $1 \pm$ )

We define three solutions $\Psi_{j}, j=1,2,3$, common to both (1 $\pm$ ):

$$
\begin{align*}
& \Psi_{j}=\left(U_{j}^{0}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \delta_{i j}+\int_{x_{j}}^{\infty} K_{i}^{j}\left(y ; x_{1}, x_{2}, x_{3}, x_{4}\right)\right. \\
& \left.\quad \times U_{j}^{0}\left(x_{j}=y\right) d y\right)  \tag{8}\\
& U_{j}^{0}\left(x_{j}=y\right)=V_{i j}^{0}(y), \quad\left(\prod_{\mu \neq j} V_{j \mu}^{0}\left(x_{\mu}\right)\right), \\
& \quad . \quad j=1,2,3, \quad i=1,2,3 .
\end{align*}
$$

In this very simple representation $x_{4}$ plays a particular role because in Eq. (8) the integration path starts at either $x_{1}, x_{2}, x_{3}$ but not at $x_{4}$. In Sec. 3 we shall consider a general representation symmetric with respect to all the $x_{\mu}$ 's. We assume

$$
\begin{equation*}
\lim _{y \rightarrow+\infty} K_{j}^{i}\left(y, x_{1}, \ldots, x_{4}\right) U_{j}^{0}\left(x_{j}=y\right)=0 \tag{9}
\end{equation*}
$$

and substitute $\Psi_{j}$ in both systems ( $1 \pm$ ). We get that the $\left\{K_{j}^{i}\right\}$ must satisfy two well-defined sets of n.l.p.d.e. and the restrictions $\left\{\hat{K}_{j}^{i}=K_{j}^{i}\left(y=x_{i}\right)\right\}$ are linked to the potentials $\left\{q_{j}^{i}\right\}$.

$$
\begin{align*}
& O_{j}^{i+} K_{j}^{i}=a_{j, j+1} v_{j, j+1} \hat{K}_{j}^{j+1} K_{j+1}^{i}, \\
& O_{j}^{i-} K_{j}^{i}=O_{j+1}^{i+1} K_{j}^{i}=a_{j+1, j-1} v_{j+1, j-1} \hat{K}_{j}^{j-1} K_{j-1}^{i}, \\
& O_{j}^{i+}=l_{j}+b_{j i} \frac{\partial}{\partial y}, \\
& b_{j i}=a_{j i} \text { except } \quad b_{j, j+1}=a_{j, j+1}\left(v_{j, j+1}+1\right),  \tag{10}\\
& q_{j+1}^{j+}+a_{j, j+1} v_{j, j+1} \hat{K}_{j+1}^{j}=0, \\
& q_{j+1}^{j}+a_{j-1, j} v_{j-1, j} \hat{K}_{j+1}^{j}=0,
\end{align*}
$$

where $j=1,2,3$ is still a cyclic permutation. We first remark that if $\gamma_{j}=\lambda_{j}$ or $v_{j, \mu}=0$ [or equivalently
$\left(l_{j+2}-i k \lambda_{j+2}\right) U_{j}^{0}=0$ ], then the formalism breaks down $q_{j}^{i} \equiv 0$ and the nonlinear parts of the n.l.p.d.e. vanish in Eq. (10). Our second remark is that among the set of n.l.p.d.e. for the $\left\{K_{j}^{i}\right\}$ in Eq. (10) there exists a subset for the $\left\{\hat{K}_{j}^{i}\right\}, i \neq j$,

$$
\begin{align*}
& l_{j} \hat{K}_{j}^{j-1}=a_{j, j+1} v_{j, j+1} \hat{K}_{j}^{j+1} \hat{K}_{j+1}^{j-1}, \\
& l_{j} \hat{K}_{j-1}^{j}=a_{j, j+1} v_{j, j+1} \hat{K}_{j-1}^{j+1} \hat{K}_{j+1}^{j},
\end{align*}
$$

which represents the n.l.p.d.e. (2) written with the $\left\{\hat{K}_{j}^{i}\right\}$ instead of the $\left\{q_{j}^{i}\right\}$.

Consequently, if we are able to construct a formalism (I.E.) solving the n.l.p.d.e. (10), then automatically the solutions contain also the solutions of Eq. (2).

## C. An inversionlike integral equation (I.E.) associated with Eqs. (8)-(10)

Let us consider the following integral equation:
$K_{j}^{i}\left(y ; x_{1}, x_{2}, x_{3}, x_{4}\right)=\widetilde{F}_{j}^{i}\left(y ; x_{1}, x_{2}, x_{3}, x_{4}\right)$

$$
+\sum_{m=1}^{3} \int_{x_{\ldots j}} F_{m}^{i}\left(s ; y ; x_{1}, x_{2}, x_{3}, x_{4}\right) K_{j}^{m}\left(s ; x_{1}, x_{2}, x_{3}, x_{4}\right) d s
$$

$$
\begin{equation*}
\widetilde{F}_{j}^{i}\left(y ; x_{1}, \ldots, x_{4}\right)=F_{j}^{i}\left(s=x_{j} ; y ; x_{1}, \ldots, x_{4}\right) . \tag{11}
\end{equation*}
$$

We remark that the free terms $\widetilde{F}_{j}^{i}$ is the restriction when $s=x_{j}$ of the kernel $F_{j}^{i}$. For each kernel $F_{j}^{i}\left(s ; y ; x_{1}, \ldots, x_{4}\right)$ we assume the boundary condition

$$
\begin{equation*}
\lim _{y \rightarrow \infty} F_{j}^{i}=0, \quad \lim _{s \rightarrow \infty} F_{j}^{i} K_{l}^{j}\left(s ; x_{1}, \ldots, x_{4}\right)=0 \tag{12}
\end{equation*}
$$

and that they satisfy three independent l.p.d.e.

$$
\begin{gather*}
\left(l_{m}+b_{m, i} \frac{\partial}{\partial y}+b_{m, j} \frac{\partial}{\partial s}\right) F_{j}^{i}\left(s_{i} ; ; x_{1}, x_{2}, x_{3}, x_{4}\right)=0, \\
m=1,2,3 \tag{13}
\end{gather*}
$$

and we assume, of course, that the solution of Eq. (11) exists and is unique.

Property: If we assume that the $\left\{F_{j}^{i}\right\}$ satisfy both Eqs. (12) and (13), then the solutions $\left\{K_{j}^{i}\right\}$ of Eq. (11) satisfy both the two sets of n.l.p.d.e. (10). For the proof given in Appendix A. 1 we remark that [due to Eq. (13)] $O_{j}^{i \pm} \tilde{F}_{j}^{i}=0$ and we apply $O_{j}^{i \pm}$ to both sides of Eq. (11).

In order to understand more clearly this result let us remark that each kernel $F_{j}^{i}$ links three solutions $K_{m}^{i}$ ( $m=1,2,3$ ), via the integral relations $\int F_{j}^{i} K_{m}^{j}$, to three other ones $K_{m}^{j}$. In order to get an I.E. for quantities like $O_{m}^{i+} K_{m}^{i}$, we expect that the $F_{j}^{i}$ must satisfy three l.p.d.e. of the type Eq. (12). However, here we want to obtain integral equations for both $O_{m}^{i \pm} K_{m}^{i}$ and we expect a priori more than three constraints for the $F_{j}^{i}$. What seems miraculous is the fact that the same set Eq. (13) of l.p.d.e. works in both cases. The deep meaning must be understood in connection with our previous work. ${ }^{4}$ In the more than two dimensional case, the I.E. of Eq. (11) type built for a first order linear differential system is in fact associated also with "ghost" linear first order systems [for a $3 \times 3$ system like Eq. $(1+)$ or Eq. $(1-)$ with only one other "ghost" linear system]. This means that the same set of l.p.d.e. for the $\left\{F_{j}^{i}\right\}$ must work for two associated linear systems. Here we have managed the formalism in such a way that the "ghost" system associated with Eq. $(1+)$ [or Eq. $(1-)]$ is just Eq. $(1-)$ [or Eq. $(1+)]$.

## D. Properties of the kernels $F_{j}^{i}$

The $F_{j}^{i}$ depend upon six variables $s, y, x_{1}, x_{2}, x_{3}, x_{4}$, subject to three first order l.p.d.e. (13). Moreover, to each of these six variables, corresponds a first order partial derivative. This means that by a linear combination of these variables we expect to define three independent new variables. In order to get more easily degenerate kernels, we require that one new variable constains $s$, another $y$, and the last one neither $s$ nor $y$. Let us define four constant vectors

$$
\boldsymbol{\beta}_{\mu}=\left(\begin{array}{l}
\beta_{\mu 1} \\
\beta_{\mu 2} \\
\boldsymbol{\beta}_{\mu 3}
\end{array}\right), \quad \mu=1, \ldots, 4
$$

and consider the change of coordinates

$$
X_{j}=\sum_{1}^{3} \beta_{j l} x_{l}, \quad j=1,2,3, \quad X_{4}=x_{4}+\sum_{l}^{3} \beta_{4 l} x_{l}
$$

Assuming that the $F_{j}^{i}$ are of the form

$$
F_{j}^{i}\left(s-x_{j}+X_{j} ; y-x_{i}+X_{i} ; X_{4}\right)
$$

and substituting into the three l.p.d.e. (13) (where $m$ is either $j, j \pm 1 ; i, i \pm 1$ or $1,2,3$ ), we get that the four sets $\left\{\beta_{\mu l}\right\}$ ( $\mu$ fixed, $l=1,2,3$ ) are solutions of four algebraic $3 \times 3$ linear systems:

$$
\begin{align*}
& \sum_{l=1}^{3} a_{m l} \beta_{j l}=0, \quad m=j, j+1, \\
& \sum_{t=1}^{3} a_{j-11} \beta_{j l}+a_{j-1} v_{j-1, j}=0, \quad j=1,2,3 \\
& \sum_{l=1}^{3} a_{m l} \beta_{4 l}+a_{m, 4}=0, \quad m=1,2,3
\end{align*}
$$

(4b') are nothing else but the relations (4b) of the Introduction written down here. Due to the assumption (3) for $\operatorname{det}\left(\mathbf{a}_{1} \mathbf{a}_{2} \mathbf{a}_{3}\right)$, the solutions of ( $4 b^{\prime}$ ) exist. Let us now show that the $q_{j}^{i}$ reconstructed from Eq. (11) depend in fact upon only the four $X_{\mu}(\mu=1, \ldots, 4)$. Let us define
$G_{j}^{i}(z)=K_{j}^{i}\left(y=x_{i}+z\right)$, and, substituting Eq. (4) for the $F_{j}^{i}$ kernels, we can rewrite Eq. (11):

$$
\begin{align*}
G_{j}^{i}(z)= & F_{j}^{i}\left(X_{j} ; z+X_{i} ; X_{4}\right)+\sum_{m} \int_{0}^{\infty} F_{m}^{i}\left(u+X_{m} ; z+X_{i} ; X_{4}\right) \\
& \times G_{j}^{m}(u) d u .
\end{align*}
$$

It follows that $G_{j}^{i}(z)$ depends upon five variables $z, X_{\mu}$, $\mu=1, \ldots, 4$, and $G_{j}^{i}(z=0)=\hat{K}_{j}^{i}\left(\right.$ or $\left.q_{j}^{i}\right)$ depends upon $X_{\mu}$, $\mu=1, \ldots, 4$. Consequently, the properties of the solutions of Eq. (11') can be studied in this new four-dimensional space $X_{\mu}$. In Appendix A. 2 the following properties are established:
(i) $\left\{X_{\mu}\right\}, \mu=1, \ldots, 4$, determines a four-dimensional space.
(ii) If the time is $t=x_{4}$, then, at fixed time, $x_{1}, x_{2}, x_{3}$ as well as $X_{j}, X_{i}, X_{4}-t(i \neq j, i$ and $j$ being either $1,2,3)$ determine a three-dimensional coordinate space.
(iii) If the time is $t \neq x_{4}$, for instance $t=x_{3}$, then, at fixed time, $x_{t}, x_{2}, x_{4}$ as well as $X_{i}-t \beta_{i 3}, X_{j}-t \beta_{j 3}, X_{4}-t \beta_{43}$ determine a three-dimensional coordinate space.

From Eq. (11) or Eq. (11'), we remark that for $i \neq j$
$\hat{K}_{j}^{i}=\widetilde{F}_{j}^{i}\left(y=x_{i}\right)+$ other terms
$\widetilde{F}_{j}^{i}\left(y=x_{i}\right)=F_{j}^{i}\left(X_{j} ; X_{i} ; X_{4}\right)$.
If we investigate at fixed time the possible confinement properties of the solutions in the three-dimensional coordinate space, we must at least look at the first term $\widetilde{F}_{j}^{i}\left(y=x_{i}\right)$. We note that degenerate $F_{j}^{i}$ kernels of the type

$$
F_{j}^{i}=\sum_{m=1}^{m_{0}} g_{j m}^{i}\left(s-x_{j}+X_{j}\right) h_{j m}^{i}\left(y-x_{i}+X_{i}\right) l_{j m}^{i}\left(X_{4}\right)
$$

lead to $\widetilde{F}{ }_{j}^{i}\left(y=x_{i}\right)=\Sigma_{m} g_{j m}^{i}\left(X_{j}\right) h_{j m}^{i}\left(X_{i}\right) l_{j m}^{i}\left(X_{4}\right)$. We consider $i \neq j$ and take for $g_{j m}^{i}, h_{j m}^{i}, l_{j m}^{i}$ functions of the Eq. (6) type going to zero when their variables are going to $\pm \infty$. From the above results it follows that, in the (ii) case ( $t=x_{4}$ ), either
in the $x_{1}, x_{2}, x_{3}$ coordinate space or equivalently in the $X_{i}, X_{j}, X_{4}-t$ space, the $\left|\widetilde{F}_{j}^{i}\left(y=x_{i}\right)\right|$ as well as the $\left|F_{j}^{i}\right|$ of Eq. (11) are confined. Similarly in the (iii) case ( $t=x_{3}$ ), either in the $x_{1}, x_{2}, x_{4}$ coordinate space or equivalently in the $X_{i}-t \beta_{i 3}, X_{j}-t \beta_{j 3}, X_{4}-t \beta_{43}$ space, the $\left|\widetilde{F}_{j}^{i}\left(y=x_{i}\right)\right|$ and the $\left|F_{j}^{i}\right|$ are confined.

Let us define $\mathscr{K}\left(y ; x_{1}, \ldots, x_{4}\right)=\left(K_{j}^{i}\right), \widetilde{\mathscr{F}}=\left(\widetilde{F_{j}}\right)$, $\mathscr{F}=\left(F_{j}^{i} \theta\left(s-x_{j}\right)\right)$, then Eq. (11) can be written in a matrix form:

$$
\begin{aligned}
\mathscr{K}\left(y ; x_{1} \ldots x_{4}\right)= & \widetilde{\mathscr{F}}\left(y ; x_{1}, x_{2}, x_{3}, x_{4}\right) \\
& +\int_{-\infty}^{+\infty} \mathscr{F}\left(s ; y ; x_{1}, \ldots, x_{4}\right) \mathscr{K}\left(s ; x_{1}, \ldots, x_{4}\right) .
\end{aligned}
$$

In the following we continue our investigations of the confinement properties of the solutions of Eq. (11) in the threedimensional space, at fixed time, in cases of degenerate $F_{j}^{i}$ kernels where these solutions can be written down explicitly. We do not distinguish between $t=x_{4}$ and $t \neq x_{4}$ and, always put $F_{i}^{i}=0$ and take into account the properties obtained in (ii) and (iii).

## E. Simple examples

We assume that $F_{i}^{i}=0$ and for $i \neq j$ the most simple degenerate kernels

$$
\begin{align*}
& F_{j}^{i}\left(s-x_{j}+X_{j} \cdot y-x_{i}+X_{i j} X_{4}\right) \\
& \quad=g_{j}^{i}\left(s-x_{j}+X_{j}\right) h_{j}^{i}\left(y-x_{i}+X_{i}\right) l_{j}^{i}\left(X_{4}\right) \\
& \quad g_{j}^{i}, h_{j}^{i} l_{j}^{i} \text { of the Eq. (6) type. } \tag{15}
\end{align*}
$$

(1) We first consider

$$
\mathscr{F}=\left(\begin{array}{ccc}
0 & F_{2}^{1} \theta\left(s-x_{2}\right) & 0  \tag{5b}\\
0 & 0 & F_{3}^{2} \theta\left(s-x_{3}\right) \\
F_{1}^{3} \theta\left(s-x_{1}\right) & 0 & 0
\end{array}\right)
$$

The solutions are written down in the Introduction, Eq. (5a). $\left|A_{j k}^{i}\left(X_{k}\right)\right|$ are bounded and the Fredholm determinant $D$ is bounded (in all discussion in this paper we disregard the cases when the Fredholm determinant vanishes). In the numerator of the solutions of Eq. (5) we see that there always exist a product of three functions of the Eq. (6) type, each of them confining in a direction of the three dimensional coordinate space. Consequently, the reconstructed potentials $q_{j}^{i}$ are confined in the three-dimensional coordinate space.
(ii) Secondly we consider always $F_{j}^{i}$ like Eq. (15) and

$$
\mathscr{F}=\left(\begin{array}{ccc}
0 & F_{2}^{1} \theta\left(s-x_{2}\right) & F_{3}^{1} \theta\left(s-x_{3}\right)  \tag{16}\\
F_{1}^{2} \theta\left(s-x_{1}\right) & 0 & 0 \\
F_{1}^{3} \theta\left(s-x_{1}\right) & 0 & 0
\end{array}\right)
$$

the corresponding solutions are written down in Table Ia.
Here also $D$ is bounded and $D \hat{K}_{j}^{i}$ is always a linear combination of terms such that each of them is a product of functions, confining in three different spatial dimensions, multiplied by bounded functions. Consequently, for finite time, the solutions are confined in a three-dimensional space.
$\overline{\bar{X} \hat{K}_{1}^{2}=h_{1}^{2} l_{1}^{2}\left[g_{1}^{2}+A_{13}^{1} l_{3}^{1} l_{1}^{3}\left(g_{1}^{3} A_{31}^{2}-g_{1}^{2} A_{31}^{3}\right)\right] D \hat{K}_{3}^{2}=h_{1}^{2} g_{3}^{1} l_{3}^{1} l_{1}^{2} A_{31}^{2}}$ $D \hat{K}_{3}^{1}=g_{3}^{1} l_{3}^{1}\left[h_{3}^{1}+A_{1}^{1} l_{2}^{1} l_{1}^{2}\left(h_{2}^{1} A_{31}^{2}-h_{3}^{1} A_{31}^{2}\right]\right.$
$D=\left(1-\left.A\right|_{12} A_{2 l}^{2} l_{2}^{1} l_{1}^{2}\right)\left(1-A_{31}^{3} A_{13}^{1} l_{1}^{3} l_{3}^{1}\right)-A_{13} A_{12}^{1} A_{31}^{2} A_{21}^{3} l_{3}^{1} l_{1}^{3} l_{2}^{1} l_{1}^{2}$
$\hat{K}_{1}^{2} \leftrightarrow \hat{K}_{1}^{3}$ if $2 \leftrightarrow 3, \quad \hat{K}_{3}^{1} \leftrightarrow \hat{K}_{2}^{1}$ if $3 \leftrightarrow 2, \quad \hat{K}_{3}^{2} \leftrightarrow \hat{K}_{2}^{3}$ if $3 \leftrightarrow 2$
$h_{j}^{\prime}=h_{j}^{\prime}\left(X_{i}\right) g_{j}^{i}=g_{j}^{\prime}\left(X_{j}\right) l_{j}^{i}=l_{j}^{\prime}\left(X_{4}\right) A_{j k}^{i}=\int_{0}^{\infty} g_{k}^{\prime}\left(u+X_{k}\right) h_{j}^{k}\left(u+X_{k}\right) d u$

TABLE I.b.

$$
\begin{aligned}
& \hline \hline D B_{1}=-a_{31} v_{31} \sigma_{3}^{\prime} l_{3}^{1}\left(h_{1}^{3}\right)^{*}\left[h_{3}^{1}+\left|l_{2}^{1}\right|^{2} \sigma_{2}^{1} \sigma_{1}^{2} \int\left|h_{1}^{2}\right|^{2}\left(h_{2}^{1} \int h_{2}^{1 *} h_{3}^{1}-h_{3}^{1} \int\left|h_{2}^{1}\right|^{2}\right)\right] \\
& D B_{2}=-a_{31} v_{31} \sigma_{2}^{1} l_{2}^{1}\left(h_{1}^{2}\right)^{*}\left[h_{2}^{1}+\left|l_{3}^{1}\right|^{2} \sigma_{3}^{1} \sigma_{1}^{3} \int\left|h_{1}^{3}\right|^{2}\left(h_{3}^{1} \int h_{2}^{1} h_{3}^{1 *}-h_{2}^{1} \int\left|h_{3}^{1}\right|^{2}\right)\right] \\
& D= 1-\sigma_{2}^{1} \sigma_{1}^{2}\left|l_{2}^{1}\right|^{2} \int\left|h_{1}^{2}\right|^{2} \int\left|h_{2}^{1}\right|^{2}-\left.\sigma_{3}^{1} \sigma_{1}^{3}| |_{3}^{1}\right|^{2} \int\left|h_{1}^{3}\right|^{2} \int\left|h_{3}^{1}\right|^{2} \\
&+\left.\left.\sigma_{2}^{1} \sigma_{1}^{2} \sigma_{3}^{1} \sigma_{1}^{3}| |\right|_{2} ^{1} l_{3}^{1}\right|^{2} \int\left|h_{1}^{2}\right|^{2} \int\left|h_{1}^{3}\right|^{2}\left[\int\left|h_{2}^{1}\right|^{2} \int\left|h_{3}^{1}\right|^{2}-\left|\int h_{2}^{1 *} h_{3}^{1}\right|^{2}\right] \\
& h_{j}^{j}= h_{j}^{i}\left(X_{i}\right), \quad l_{j}^{\prime}=l_{i}^{\prime}\left(X_{4}\right), \quad \int\left|h_{j}^{i}\right|^{2}=\int_{0}^{\infty}\left|h_{j}^{i}\left(u+X_{i}\right)\right|^{2} d u, \\
& \int h_{j}^{* *} h_{k}^{i}=\left(h_{j}^{i}\left(u+X_{i}\right)\right)^{*} h_{k}^{\prime}\left(u+X_{i}\right) d u .
\end{aligned}
$$

TABLE I.c
 $\left.\left.-g_{1, l}^{3}, I_{1, t}^{3}, A{ }_{21, \mu, l_{1}}^{3}\right]\right), \quad j=3,4, l=3,4, j \neq l$


$A_{j h, \mu \rho}^{\prime}=l_{k, \mu}^{i}\left(X_{4}^{\mu}\right) \int_{0}^{*} g_{k, \mu}^{\prime p}\left(\gamma_{k}^{\psi} u+X_{k}^{\mu}\right) h_{j p}^{k}\left(u+X_{k}^{p}\right) g_{j \mu}^{\prime}=g_{\mu, \mu}^{\prime}\left(X_{j}^{\mu}\right)$
$h_{i \prime}^{i}=h_{\mu \prime \prime}^{\prime}\left(X_{i}^{\mu}\right) l_{\mu \prime}^{\prime}=I_{\mu \prime}^{i}\left(X_{+}^{\mu}\right)$

## F. A general degenerate case

Let us assume $F_{i}^{i}=0$ and for $i \neq j$

$$
F_{j}^{i}=\sum_{m=1}^{m_{0}} g_{j m}^{i}\left(s-x_{j}+X_{j}\right) h_{j m}^{i}\left(y-x_{i}+X_{i}\right) l_{j, m}^{i}\left(X_{4}\right),
$$

$g_{j, m}^{i}, h_{j m}^{i} l_{j m}^{i}$ of the Eq. (6) type, $m_{0}$ arbitrary finite integer.

Even if the solutions are too complicated to be written in closed form [like (5a) or Table I. a when $m_{0}=1$ ] we can show the confinement properties. For kernels like (17) the solution of Eq. (11) is reduced to the resolution of algebraic systems and the general solution is established in Appendix A.3. We consider fixed time values ( $t$ being either $x_{4}$ or any $x_{j}, j=1,2,3$ ) and study the confinement properties in the remaining three-dimensional space [using the results of subsection D , (ii) and (iii)]. We first have to solve a linear algebraic system for the quantities $\left\{A_{j i p}^{j}, A_{j i p}^{k}\right.$, and $\left.i \leftrightarrow k\right\}$, $p=1, \ldots, m_{0}$ where $A_{j k p}^{i}=\int g_{k p}^{i} K_{j}^{k}$. We remark (see Appendix A.3) that these quantities have the structure (always excluding the zeros of the Fredholm determinant) $\Sigma g_{j m}^{i}\left(X_{j}\right) l_{j m}^{i}\left(X_{4}\right) \times$ bounded functions $+\Sigma g_{j m}^{k}\left(X_{j}\right) l_{j m}^{k}\left(X_{4}\right)$
$\times$ bounded functions. Substituting these quantities into the expression of $\hat{K}_{j}^{i}$ (written down in Appendix A.3), then $\hat{K}_{j}^{i}$ is always a linear combination of crucial terms multiplied by bounded functions, these crucial terms being the product of three functions (at least) confining into three different dimensions of the three-dimensional space (at fixed time).

## G. Confined solutions, at fixed time, of the three waves n.l.p.d.e.in a three-dimensional space

In order to get this n.l.p.d.e. between three $q_{j}^{i}$ 's of Eq. (2) we must link $q_{j}^{i}$ and $\left(q_{i}^{j}\right)^{*}$ or $F_{j}^{i}$ and $\left(F_{i}^{j}\right)^{*}$. Doing this, we do not alter the confinement properties previously studied.

We consider the simple example given in Eqs. (15)(16), assume

$$
\begin{array}{r}
g_{j}^{i}\left(X_{j}\right)=\sigma_{j}^{i}\left(h_{i}^{j}\left(X_{j}\right)\right)^{*}, \quad l_{j}^{i}\left(X_{4}\right)=\left(l_{j}^{i}\left(X_{4}\right)\right)^{*} \\
\sigma_{j}^{i} \text { real constants } \tag{18}
\end{array}
$$

and substitute into the solution written down in Table I.a.
Let us define $q_{3}^{1}=B_{1}, q_{2}^{1}=B_{2}, q_{3}^{2}=B_{3}$, then $\left(B_{1}, B_{2}, B_{3}\right)$ satisfy the n.l.p.d.e.

$$
\begin{align*}
& l_{1} B_{1}+B_{2} B_{3}=0, \quad l_{j}=\sum_{1}^{4} a_{j \mu} \frac{\partial}{\partial x_{\mu}}, \\
& l_{2} B_{2}+B_{1} B_{3}^{*} a_{23} v_{23} \sigma_{1}^{3} \sigma_{2}^{1}\left(a_{12} v_{12} \sigma_{1}^{2} \sigma_{3}^{1}\right)^{-1}=0,  \tag{19}\\
& l_{3} B_{3}+B_{1} B_{2}^{*} a_{12} v_{12} \sigma_{1}^{2}\left(a_{31} v_{31} \sigma_{2}^{1}\right)^{-1}=0 .
\end{align*}
$$

Taking into account Eq. (18) in Table I.a, we eliminate the $g_{j}^{i}$ for the expression of the $B_{i}$ 's. Finally we have six independent arbitrary functions $h_{2}^{1}, h \frac{1}{3}, h_{1}^{2}, h_{1}^{3}, l_{2}^{1}, l_{3}^{1}$ that we take of the Eq. (6) type. The solutions are written down in Table I.b. If one of the $x_{\mu}$ variables is a fixed time, then the $B_{i}$ are confined to the three-dimensional space of the remaining $x_{\mu}$ coordinates (outside the valued where $D$, the Fredholm determinent, is zero). Applying the Schwarz inequality to the third term of $D$ and if $\sigma_{2}^{1} \sigma_{1}^{2}<0, \sigma_{3}^{1} \sigma_{1}^{3}<0$, we note that in this case $D \neq 0$ whereas in other cases $D$ can be zero.

This example quoted in Table I.b is an extension of a previously given example in two spatial dimensions. ${ }^{4}$ Let us formally put all $l_{j}^{i}$ equal to constants; then $x_{4}$ which is present only in $l_{j}^{i}\left(X_{4}\right)$ disappears in the solutions. The new $B_{i}$ 's still satisfy Eq. (19) with $l_{j} B_{j}$ having partial derivatives with respect to only three variables. If further one of the remaining $x_{1}, x_{2}, x_{3}$ variables is chosen as the time, then our solutions are still confined but now in a two-dimensional space at fixed time. We verify in this simple case that the solutions still exist in lower dimensions. Finally let us remark that if it is easy (at fixed time) to go from an example in a three-dimensional space to its reduction in a two-dimensional one, the converse is in general not trivial.

## 3. INVERSIONLIKE FORMALISM FOR A GENERAL REPRESENTATION OF THE SOLUTIONS OF EQ. (1 $\pm$ )

We consider a general representation where $x_{4}$ does not play a particular role compared to the other $x_{\mu}$.
A. $\cup_{j}^{\rho} ; \Psi_{j}^{o}=\left(\cup_{j}^{0} \delta_{i j}\right)$

We start with the same $U_{j}^{0}$ defined in the previous section, Eqs. (7a), (7b), (7c) and consider the same $\Psi_{j}^{0}=\left(U_{j}^{0} \delta_{i j}\right)$.

## B. A general representation for three independent solutions of Eq. ( $1 \pm$ )

For each $j$ value $(1,2,3)$ fixed let us define $I_{j}$ as either the set $\{1,2,3,4\}$ or any nonempty subset of these four integers. Let us consider

$$
\begin{aligned}
& \Psi_{j}=\left(U_{j}^{0}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \delta_{i j}\right. \\
& \left.\quad+\sum_{\mu \in I_{i}} \int_{x_{\mu}} K_{i \mu}^{j}\left(y ; x_{1}, \ldots, x_{4}\right) U_{j \mu}^{0}(y) d y\right), \\
& U_{j \mu}^{0}(y)=v_{j \mu}^{0}(y) \prod_{n \neq \mu} v_{j \eta}^{0}\left(x_{\eta}\right), \quad U_{j \mu}^{0}\left(y=x_{\mu}\right)=U_{j}^{0}, \\
& \\
& \quad i=1,2,3, j=1,2,3 .
\end{aligned}
$$

This representation generalizes the previous one, Eq. (8), where $I_{j}=\{j\}$. If $I_{j}$ has one element, then we have four possibilities: either 1 , or 2 , or 3 , or 4 . If $I_{j}$ has two elements, we have six possibilities; if $I_{j}$ has three elements, we have four possibilities and only one choice if $I_{j}$ is $\{1,2,3,4\}$. So for $j$ fixed we have fifteen different possible representations of $\Psi_{j}$. This means that for the three solutions $\Psi_{1}, \Psi_{2}, \Psi_{3}$ we have $(15)^{3}$ different representations of the solutions of $(1 \pm)$. Our aim is to find the I.E. corresponding to these (15) different representations of $(1 \pm)$. We notice that if all the $x_{\mu}$ are equal, then all these possible representations in Eq. ( $8^{\prime}$ ) coincide. Let us assume

$$
\lim _{y \rightarrow \infty} K_{i \mu}^{j}\left(y ; x_{1}, \ldots, x_{4}\right) U_{j \mu}^{0}(y)=0
$$

define $\hat{K}_{j \mu}=K_{j \mu}^{i}\left(y=x_{\mu}\right)$, and substitute Eq. (8') into Eq. $(1 \pm)$. We get two sets of n.l.p.d.e. which generalize Eq. (10):

$$
\begin{aligned}
& O_{j \mu}^{i+} K_{j \mu}^{i}+q_{j}^{j+1} K_{j+1 \mu}^{i}=0, \\
& O_{j \mu}^{i-} K_{j \mu}^{i}=O_{j+1, \mu}^{i+} K_{j \mu}^{i}=-q_{j}^{j-1} K_{j-1}^{i}, \quad \mu \in I_{i}, \\
& O_{j \mu}^{i+}=l_{j}+b_{j \mu}^{i} \frac{\partial}{\partial y}, \\
& b_{j \mu}^{i}=a_{j \mu} \quad \operatorname{except} \quad b_{i-1, \mu}^{i}=a_{i-1, \mu}\left(v_{i-1, \mu}+1\right), \quad \mu \in I_{i}, \\
& q_{j}^{j+1}+\sum_{\mu \in I_{j+1}} a_{j \mu} v_{j \mu} \hat{K}_{j \mu}^{j+1}=0, \\
& \quad q_{j+1}^{j}+\sum_{\mu \in I_{j}} a_{j-1, \mu} v_{j-1, \mu} \hat{K}_{j+1, \mu}^{j}=0,
\end{aligned}
$$

where $j=1,2,3$ is still a cyclic permutation. We still remark that if $\left\{\boldsymbol{v}_{j \mu}=0\right\}$, then $q_{j}^{i} \equiv 0$ and the $K_{j \mu}^{i}$ satisfy l.p.d.e. We first verify that if $I_{i}=\{i\}$ or $K_{j \mu}^{i} \equiv 0$ except $K_{j i}^{i} \equiv K_{j}^{i}$, then Eq. (10') reduces to Eq. (10). For instance, for the system $(1+)$, we get $q_{j}^{j+1}+a_{j j+1} v_{j j+1} \hat{K}_{j}^{j+1}=0$ and substituting this $q_{j}^{j+1}$ relation in Eq. ( $10^{\prime}$ ), we find the first relation of Eq. (10). We can similarly identify (10) and (10') for the system (1-).

Secondly from Eq. ( $10^{\prime}$ ) we get a subset of n.l.p.d.e. for the $\left\{\hat{K}_{j \mu}^{i}\right\}$ similar to $\left(2^{\prime}\right)$.

$$
\begin{align*}
& l_{j} \hat{K}_{j \mu}^{j-1}+q_{j}^{j+1} \hat{K}_{j+1, \mu}^{j-1}=0, \quad \mu \in I_{j-1}, \\
& l_{j} \hat{K}_{j-1 \mu}^{j}+q_{j-1}^{j+1} \hat{K}_{j+1, \mu}^{j}=0, \quad \mu \in I_{j} .
\end{align*}
$$

Multiplying the first Eq. ( $2^{\prime \prime}$ ) relation by $a_{j+1, \mu} v_{j+1, \mu}$ and the second one by $a_{j-1, \mu} v_{j-1, \mu}$ and finally summing over all the corresponding $\mu$ values both relations, we obtain the n.l.p.d.e. (2) [taking into account the links between the $\left\{q^{i}\right\}$ and $\left\{\hat{K}_{j \mu}^{i}\right\}$ given by Eq. ( $10^{\prime}$ )]. Consequently, if we construct an I.E. such that their solutions verify the n.l.p.d.e. ( $10^{\prime}$ ), then we obtain the solutions of Eq. (2).

## C. An I.E. associated with $\left(8^{\prime}\right)-\left(10^{\prime}\right)$

Let us consider:

$$
\begin{aligned}
& K_{j \mu}^{i}\left(y ; x_{1}, \ldots, x_{4}\right)=\widetilde{F}_{j \mu}^{i}\left(y ; x_{1}, \ldots, x_{4}\right) \\
& \quad+\sum_{m=1}^{3} \sum_{\rho \in I_{m}} \int_{x_{\rho}} F_{m \mu \rho}^{i}\left(s ; y ; x_{1}, \ldots, x_{4}\right) K_{j \rho}^{m}\left(s ; x_{1}, \ldots, x_{4}\right) d s,\left(11^{\prime}\right) \\
& \quad \widetilde{F}_{j \mu}^{i}=F_{j \mu \eta}^{i}\left(s=x_{\eta} ; y ; x_{1}, \ldots, x_{4}\right), \mu \in I_{i}, \eta \in I_{j} .
\end{aligned}
$$

We remark that the free term $\widetilde{F}_{j \mu}^{i}$ is the restriction when $s=x_{\rho}$ or the kernels $F_{j \mu \rho}^{i}\left(\rho \in I_{j}\right)$. If ( $11^{\prime}$ ) is written in a matrix form, then the matrix kernel of the I.E. is a $12 \times 12$ matrix if $I_{j}=\{1,2,3,4\}$ for all $j=1,2,3$, instead of our previous $3 \times 3$ matrix in the $I_{j}=\{j\}$ or Eq. (11) case. It is clear, of course, that all other intermediate cases are possible depending upon different choices of the three $I_{j}$. So we see that Eqs. (11') recover a great number of different possibilities; nevertheless, general results can still be obtained. For each kernel $F_{j \mu \rho}^{i}$ we assume the boundary conditions

$$
\lim _{y \rightarrow \infty} F_{j \mu \rho}^{i}=0, \quad \lim _{s \rightarrow \infty} F_{j \mu \rho}^{i} K_{l \rho}^{j}=0
$$

and that they satisfy three independent l.p.d.e.
$\left(l_{m}+b_{m \mu}^{i} \frac{\partial}{\partial y}+b_{m \rho}^{j} \frac{\partial}{\partial s}\right) F_{j \mu \rho}^{i}\left(s ; y ; x_{1}, \ldots, x_{4}\right)=0, \quad m=1,2,3$,
and we assume that the solution of $\left(11^{\prime}\right)$ exists and is unique.
Property: If $\left\{F_{j \mu \rho}^{i}\right\}$ satisfy $\left(12^{\prime}\right),\left(13^{\prime}\right)$, then the $\left\{K_{j \mu}^{i}\right\}$ solutions of ( $11^{\prime}$ ) verify the n.l.p.d.e. ( $10^{\prime}$ ) (see Appendix $\mathrm{A}^{\prime} .1$ for the proof).

## D. Properties of $F_{j \mu \rho}^{j}$

These $F_{j \mu \rho}^{i}$ kernels have six variables $s, y, x_{1}, x_{2}, x_{3}, x_{4}$, subject to three l.p.d.e. (13'), and consequently we want to construct three new variables, linear combinations of the old ones. At this stage this is the same problem as in Sec. 2; however, here we have another constraint, namely, that the restriction $s=x_{\rho}$ of the $F_{j \mu \rho}^{i}$ kernels $\rho \in I_{j}$ lead to the same kernel $\widetilde{F}_{j \mu}^{i}$. However, a feature common to Eqs. (13), (13') is that we have three l.p.d.e. $(m=1,2,3)$ and four coordinates $x_{\eta}, \eta=1, \ldots, 4$ [this feature is already present in the n.l.p.d.e. (2), as was discussed in the introduction]. This means than one on the $x_{\eta}$ must play a particular role, and due to the representation (8) we choose $x_{4}$ in Sec. 2. Here in Eq. (8') no $x_{\nu}$ play a particular role, and we choose $x_{\mu}$ for the kernels
$F_{j \mu \rho}^{i}\left(\rho \in I_{j}\right)$. We define new coordinates $X_{\eta}^{\mu}(\eta=1, \ldots, 4)$ and $\operatorname{try} F_{j \mu \rho}^{i}$ to be of the form

$$
\begin{align*}
& F_{j \mu \rho}^{i}\left(\gamma_{j \mu}^{\rho}\left(s-x_{\rho}\right)+X_{j}^{\mu} ; y-x_{\mu}+X_{i}^{\mu} ; X_{4}^{\mu}\right), \quad \mu \in I_{i}, \rho \in I_{j}, \\
& X_{j}^{\mu}=\sum_{n \neq \mu} \beta_{j \eta}^{\mu} x_{\eta}, \quad j=1,2,3, \\
& X_{4}^{\mu}=\sum_{n \neq \mu} \beta_{4 \eta}^{\mu} x_{\eta}+x_{\mu}, \quad \gamma_{j \mu}^{\mu}=1, \\
& \gamma_{j \mu}^{\rho}=a_{j-1, \mu} v_{j-1, \mu} / a_{j-1, \rho} v_{j-1, \rho} .
\end{align*}
$$

Substituting (4') into Eq. (13'), we find that the four $\left\{\beta_{\alpha \eta}^{\mu}\right\}$, $\alpha=1, \ldots, 4$, are the solutions of $3 \times 3$ linear algebraic systems:

$$
\begin{align*}
& j=1,2,3: \sum_{\eta \neq \mu} a_{m \eta} \beta_{j \eta}^{\mu}=0, m=j, j+1 \\
& \sum_{\eta \neq \mu} a_{j-1, \eta} \beta_{j \eta}^{\mu}+a_{j-1, \eta} v_{j-1, \mu}=0 \\
& \sum_{\eta \neq \mu} a_{m \eta} \beta_{4 \eta}^{\mu}+a_{m \mu}=0, \quad m=1,2,3
\end{align*}
$$

whose solutions always exist due to the assumption (3). The $q_{j}^{i}$ s reconstructed from Eq. ( $11^{\prime}$ ) depend upon the $\left(X_{\eta}^{\mu}\right)$, $v=1, \ldots, 4$. Let us define $G_{j \mu}^{i}(z)=K_{j \mu}^{i}\left(y=x_{\mu}+z\right)$ and substituting Eq. (4b") into Eq. (11'); we get

$$
\begin{align*}
G_{j \mu}^{i}(z)= & F_{j \mu}^{i}\left(X_{j} ; z+X_{i}^{\mu}, X_{4}^{\mu}\right)+\sum_{m} \sum_{\rho \in I_{I,}} \int_{0}^{\infty} F_{\eta \mu \rho}^{i}\left(\gamma_{j \mu}^{\rho} u\right. \\
& \left.+X_{j}^{\mu} ; z+X_{i}^{\mu}, X_{4}^{\mu}\right) G_{j \rho}^{m}(u) d u .
\end{align*}
$$

It follows that $\hat{K}_{j \mu}^{i}=G_{j \mu}^{i}(z=0)$ depend upon the sets $\left(X_{\eta}^{\mu}\right)$, $\eta=1, \ldots, 4$. In Appendix $\mathbf{A}^{\prime} .2 \mathrm{a}$ we have studied for $\mu$ fixed, the dimensional properties of these new variables and we get:
(i) At $\mu$ fixed, $\left(X_{\eta}^{\mu}\right), \eta=1, \ldots, 4$, determine a four-dimensional space.
(ii) If the time is $t=x_{\mu}$, then either $x_{\eta_{i}}\left(\eta_{i} \neq \mu\right.$, $i=1,2,3$ ) or $X_{j}^{\mu}, X_{i}^{\mu}, X_{4}^{\mu}-t$ determine a three-dimensional coordinate space ( $\mu$ being fixed).
(iii) If the time is $t \neq x_{\mu}$, for instance $t=x_{\eta}$, then either
$x_{\mu}, x_{\eta}, x_{\eta_{i}}$ or $X_{i}^{\mu}-t \beta_{i \eta}^{\mu}, X_{j}^{\mu}-t \beta_{j \eta}^{\mu}, X_{4}-t \beta_{4 \eta}^{\mu}$,
( $i \neq j, i \leqslant 3, j \leqslant 3, \quad \eta_{l} \neq \mu$ ) determine a three-dimensional coordinate space ( $\mu$ being fixed).

From Eq. (11') we get for $i \neq j$

$$
\hat{K}_{j \mu}^{i}=F_{j \mu}^{i}\left(X_{j}^{\mu} ; X_{i}^{\mu} ; X_{4}^{\mu}\right)+\text { other terms. }
$$

For the confinement properties of the reconstructed potentials we look at the first term of the expansion. We consider degenerated kernels

$$
\begin{align*}
F_{j \mu \rho}^{i}= & \sum_{m} g_{j \mu m}^{i \rho}\left(\gamma_{j \mu}^{\rho}\left(s-x_{\rho}\right)+X_{j}^{\mu}\right) h_{j \mu m}^{i}\left(y-x_{\mu}+X_{i}^{\mu}\right) \\
& l_{j \mu m}^{i}\left(X_{4}\right), \quad \mu \in I_{i}, \rho \in I_{j}
\end{align*}
$$

$g_{j \mu m}^{i \rho}\left(s=x_{\rho}\right)=g_{j \mu m}^{i}\left(X_{j}^{\mu}\right), h_{j \mu m}^{i}, l_{j \mu m}^{i}, g_{j \mu m}^{i \rho}$ being of the Eq. (6) type, going to zero when their arguments are going to infinity. At fixed time, when $t$ equals one of the $x_{v}$ 's values, applying the results (ii) or (iii) we see that $\left|F_{j \mu}^{i}\right|$ as well as $\left|F_{j \mu \rho}^{i}\right|$ are confined in three-dimensional space constructed with the three other $x_{v}$ 's values. So the first term of the expansion (14') as well as the kernels of Eq. (11') are confined in this three-dimensional coordinate space. Now we would like to verify explicitly, as in Sec. 2, that the whole solution $\hat{K}_{j \mu}^{i}$ and $q_{j}^{i}$ are confined in this three-dimensional space. However, with kernels Eq. ( $6^{\prime}$ ), appear (for the whole solutions) functions of variables $X_{i}^{\mu 1}, X_{j}^{\mu 2}$ and $X_{4}^{\mu 1}$ corresponding to mixed $\mu$ values and $i \neq j$. The study is done in Appendix $\mathrm{A}^{\prime} .2 \mathrm{~b}$ and we get: (i) If $t=x_{\mu_{1}}$, then $X_{i}^{\mu_{1}}, X_{j}^{\mu_{2}}-\beta_{j \mu}^{\mu_{2}} t$, $X_{4}^{\mu_{1}}-t$ determine a three-dimensional space; (ii) if $t=x_{\mu_{2}}$, then $X_{i}^{\mu_{1}}-\beta_{i \mu_{2}}^{\mu_{j}} t, X_{j}^{\mu_{2}}, X_{4}^{\mu_{1}}-\beta_{4 \mu_{2}}^{\mu_{1}} t$ determine a three-dimensional space; (iii) if $t=x_{\varphi}, \varphi \neq \mu_{1}, \varphi \neq \mu_{2}$, then $X_{i}^{\mu_{1}}-\beta_{i \varphi}^{\mu_{i}} t$, $X_{j}^{\mu_{2}}-\beta_{j \varphi}^{\mu_{2}} t, X_{4}^{\mu_{1}}-\beta_{4 \varphi}^{\mu_{1} t}$ determine a three-dimensional space.

Similarly to the previous section, Eq. (11') can be written in a matrix form. If $n$ is the number of elements of $I_{1} \cup I_{2} \cup I_{3}$, then $3 \leqslant n \leqslant 12$ and the matrix ( $F_{j \mu \rho}^{i}$ ) is an $n \times n$ matrix whereas $\left(K_{j \mu}^{i}\right)$ and ( $\tilde{F}_{j \mu}^{i}$ ) are $n \times 3$ matrices. This emphasizes the great number of cases that the formalism of this section recovers.

## E. Simple example

We assume $F_{i \mu \rho}^{i} \equiv 0$ and for $i \neq j$ the most simple degenerate kernels:

$$
\begin{align*}
& F_{j \mu \rho}^{i}=g_{j \mu}^{i \rho}\left(\gamma_{j \mu}^{\rho}\left(s-x_{\rho}\right)+X_{j}^{\mu}\right) h_{j \mu}^{i}\left(y-x_{\mu}+X_{i}^{\mu}\right) l_{j \mu}^{i}\left(X_{4}^{\mu}\right) \\
& g_{j \mu}^{i j}\left(s=x_{\mu}\right)=g_{j \mu}^{i}\left(X_{j}^{\mu}\right), \quad g_{j \mu}^{i \rho}, h_{j \mu}^{i}, l_{j \mu}^{i} \text { of the Eq. (6) type, } \mu \in I_{i}, \rho \in I_{j} .
\end{align*}
$$

We consider a very simple case $I_{1}=\left\{\mu_{1}\right\}, I_{2}=\left\{\mu_{2}\right\}, I_{3}=\left\{\mu_{3}, \mu_{4}\right\}$, where $\mu_{1}, \mu_{4}$ can take any of the integer values $1,2,3,4$. Then $\left(F_{j \mu \rho}^{i}\right)$ is a $4 \times 4$ matrix whereas $\left(K_{j \mu}^{i}\right)$ and $\left(\tilde{F}_{j \mu}^{i}\right)$ are $4 \times 3$ matrices. For simplicity we further put some of the kernels, $i \neq j$, equal to zero and retain only for ( $F_{j \mu \rho}^{i}$ ):

$$
\left(\begin{array}{cccc}
0 & F_{2 \mu_{1} \mu_{2}}^{1} \theta\left(s-x_{\mu_{2}}\right) & 0 & 0 \\
0 & 0 & F_{2 \mu_{2} \mu_{1}}^{2} \theta\left(s-x_{\mu_{3}}\right) & F_{3 \mu_{2} \mu_{4}}^{2} \theta\left(s-x_{\mu_{4}}\right) \\
F_{1 \mu, \mu_{1}}^{3} \theta\left(s-x_{\mu_{1}}\right) & 0 & 0 & 0 \\
F_{1 \mu_{4} \mu_{1}}^{3} \theta\left(s-x_{\mu_{1}}\right) & 0 & 0 & 0
\end{array}\right) .
$$

The solutions for the corresponding $\hat{K}_{j \mu}^{i}$ are written down in Table I.c and the $q_{j}^{i ;}$ s are easily obtained with the relation ( $10^{\prime}$ ). Using the results of Appendix $\mathrm{A}^{\prime} .2 \mathrm{a}, \mathrm{A}^{\prime} .2 \mathrm{~b}$ (recalled above), it is easy to verify that, for any choice of the time variable (among the four $x_{\mu}$ 's), the $q_{j}^{i}$ 's are confined to the three remaining coordinate spaces. The criteria, at fixed time, are the same as in the
previous section. We have linear combination of bounded functions multiplied by three confining functions in three independent directions of the coordinate space. We notice that if the four $\mu$ values take all their integer possible values, then this simple example leads to $4^{4}$ cases.

## F. A general degenerate case

Let us assume $F_{i \mu \rho}^{i} \equiv 0$ and for $i \neq j$ the general degenerate kernels written down in Eq. (6'). As in the previous section, 2.F, even if the solutions are not written in explicit closed form, we can show their confinement properties from their implicit expressions. The proof being of the same type as in 2.F we sketch briefly the elements here whereas the derivation of the solutions is done in Appendix $A^{\prime} .3$. The solutions $\hat{K}_{j \mu}^{i}$ are linear combinations of terms containing $l_{j \mu m}^{i}, g_{j \mu m}^{i}, h_{j \mu m}^{i}$, and unknown quantities. However these unknown quantities are solutions of algebraic linear systems in such a way that their confinement properties can be studied. Substituting the solutions of these algebraic systems into the unknown quantities present in $\hat{K}_{j \mu}^{i}$, we can as above show the confinement properties by the same criteria. We finally always have for $\hat{K}_{j \mu}^{i}$ linear combination of bounded functions multiplied by three functions confining in three different directions of the coordinate space (using the results of Appendix $A^{\prime} .2 \mathrm{a}, \mathrm{A}^{\prime} .2 \mathrm{~b}$, and $\mathrm{A}^{\prime} .3$ ).

Let us recall (see the Introduction) that in Eqs. $(1 \pm)$, (2) we could have introduced new variables $y_{v}$ 's in such a way that the derivatives $\partial / \partial x_{v}$ appear with only three variables, the last becoming a parameter. We have thought it preferable to work with the $x_{\mu}$ 's which directly represent either a space or a time coordinate variable.

As in Sec. 2, in order to have in Eq. (2) only three $q_{j}^{i ;}$ s, the kernels of Eq. (11') must be linked.

## 4. GENERALIZATION OF THE PREVIOUS FORMALISMS ${ }^{6}$

In the Zakharov ${ }^{5 b}$ formalism (only one coordinate) one of the $x_{\mu}$ is really a variable, the others are parameters. As we have seen previously, using all the $x_{\mu}$ on the same footing leads to a generalization of the I.E. However, for the variable considered Zakharov uses as integration path of the I.E. both $\left[x_{\mu}, \infty\right]$ and $\left[-\infty, x_{\mu}\right]$. Here we extend the previous formalism enlarging the integration path.
(A) First we consider the formalism of Sec. 2. If among the three $\psi_{j}$ given by Eq. (8), we replace one of them (or two, or three) by

$$
\begin{aligned}
\tilde{\psi}_{j}= & \left(U_{j}^{0}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \delta_{i j}+\frac{1}{1-\rho_{j}} \int_{-\infty}^{+\infty} K_{i}^{j}\left(y ; x_{1}, \ldots, x_{4}\right)\right. \\
& \left.\times U_{j}^{0}\left(x_{j}=y\right) d y\left[\theta\left(y-x_{j}\right)+\rho_{j} \theta\left(x_{j}-y\right)\right] d y\right)
\end{aligned}
$$

the $\rho_{j}$ being real constants and substitute into Eq. $(1 \pm)$, then one can verify that the nine $\left\{K_{j}^{i}\right\}$ and the six $\left\{\hat{K}_{j}^{i}=K_{j}^{i}\left(y=x_{j}\right)\right\}$ still verify the n.l.p.d.e. (10) as well as the same relations (10) linking to the potentials $q_{i}^{j}$. However, now for the $K_{j}^{i}$ we have relations for $y \in[-\infty,+\infty]$ instead of only for $y \geqslant x_{j}$. Secondly we consider instead of Eq. (11) the I.E.

$$
\begin{aligned}
& K_{j}^{i}\left(y ; x_{1}, x_{2} x_{3} x_{4}\right)=\left(1-\rho_{j}^{i}\right) \widetilde{F}_{j}^{i}\left(y ; x_{1}, \cdots\right) \\
& \quad+\sum_{m=1}^{3} \int_{-\infty}^{\infty} d s F_{m}^{i}\left(s ; y ; x_{1}, \cdots\right) K_{j}^{m}\left(s ; x_{1}, \cdots\right) \\
& \quad \times\left[\theta\left(s-x_{j}\right)+\rho_{j}^{i} \theta\left(x_{j}-s\right)\right], \\
& \widetilde{F}_{j}^{i}= \\
& \quad F_{j}^{i}\left(s=x_{j}\right), \quad F_{j}^{i}=F_{j}^{i}\left(s-x_{j}+X_{j} y-x_{i}+X_{i} ; X_{4}\right), \\
& \\
& \quad \lim _{|s| \rightarrow \infty} F_{j}^{i} K_{m}^{j}(s, \cdots)=0,
\end{aligned}
$$

$\rho_{j}^{i}$ being constants, $F_{j}^{i}$ still satisfying Eq. (13). If we apply $O_{j}^{i} \pm$ to both sides of this I.E., doing the same algebra as in Appendix A for Eq. (11), it is easy to verify that the $\left\{K_{j}^{i}\right\}$ still satisfy the n.l.p.d.e. (10). Consequently, from the restrictions $K_{j}^{i}\left(y=x_{i}\right)$ we build the $q_{j}^{i}$ which are solutions of Eq. (2). Concerning the confinement properties of the solutions, the analysis of Sec. 2 can be extended to the solutions of this I.E.

Secondly, we consider the formalism of Sec. 3. First, if among the $\psi_{j}$ given by Eq. (8'), we replace one of them (or two, or three) by

$$
\begin{aligned}
\tilde{\psi}_{j}= & \left(U_{j}^{0}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \delta_{i j}+\frac{1}{\left(1-\rho_{j \mu}\right)} \sum_{\mu \in I_{i}} \int_{-\infty}^{\infty} d y U_{j \mu}^{0}(y)\right. \\
& \left.\times K_{i \mu}^{j}\left(y ; x_{1}, \cdots\right)\left[\theta\left(y-x_{\mu}\right)+\rho_{j \mu} \theta\left(x_{\mu}-y\right)\right]\right)
\end{aligned}
$$

the $\rho_{j \mu}$ being constants, and substitute into (Eq. $1 \pm$ ), then one can verify that the $\left\{K_{j \mu}^{i}\right\}$ and the $\left\{\hat{K}_{j \mu}\right\}$ the relations ( $10^{\prime}$ ). Here we have relations for $y \in[-\infty,+\infty]$ instead of $y \geqslant x_{\mu}$ in Sec. 3. Secondly, instead of Eq. (11') we consider the I.E.

$$
\begin{aligned}
& K_{j}^{i}\left(y ; x_{1}, \ldots, x_{4}\right)= {[P R: 1-[S I: \rho: i: j \mu]][S I: F: i: j \mu]\left(y ; x_{1}, \cdots\right) } \\
&+\sum_{m=1}^{3} \sum_{\rho \in I_{m}} \int_{-\infty}^{+\infty} d s F_{m \mu \rho}^{i}\left(s ; y ; x_{1}, \ldots, x_{4}\right) \\
& \times K_{j \rho}^{m}\left(s ; x_{1}, \cdots\right)\left[\theta\left(s-x_{\rho}\right)+\rho_{j \mu}^{i} \theta\left(x_{\rho}-s\right)\right], \\
& \widetilde{F}_{j}^{i}=F_{j \mu \eta}^{i}(s=\left.x_{\eta}\right), \\
& F_{j \mu \rho}^{i}\left(\gamma_{j \mu}^{\rho}\left(s-x_{\rho}\right)+X_{j}^{\mu} ; y-x_{\mu}+X_{i}^{\mu} ; X_{4}^{\mu}\right), \\
& \lim _{|s| \rightarrow \infty} F_{j \mu \rho}^{i} K_{l \rho}^{j}=0,
\end{aligned}
$$

the $\rho_{j \mu}^{i}$ being constants, $F_{j \mu \rho}^{i}$ still satisfying Eq. (13'). Applying $O_{j \mu}^{i \pm}$ to both sides of this I.E., doing the same algebra as in Appendix $\mathrm{A}^{\prime}$ for Eq. ( $11^{\prime}$ ), we still get that the $\left\{K_{j \mu}^{i}\right\}$ satisfy the n.l.p.d.e. ( $10^{\prime}$ ). Consequently, from the restrictions $K_{j \mu}^{i}\left(y=x_{\mu}\right)$ we build the $q_{j}^{i}$ [following the linear combination written down in Eq. (10')] which satisfy Eq. (2). The analysis of Sec. 3 can still be applied to this I.E. in order to show the confinement properties of the reconstructed potentials $q_{j}^{i}$. We emphasize that this I.E. is the more general one of the paper because it contains as subcases all the previous ones.

## 5. CONCLUSION

In this paper we have taken advantage of our previous
remark ${ }^{4}$ that in more than two dimensions, the inversionlike formalism, associated with linear first order differential systems, represents in fact the compatibility condition between different linear differential systems. This paper is an application of this property.

As has been explained in the Introduction, due to the structure of the linear differential parts $l_{m}=\Sigma a_{m \mu} \partial / \partial x_{\mu}$ ( $m=1,2,3, \mu=1,2,3,4$ ) of the n.l.p.d.e. (2) as well as of the associated linear systems ( $1 \pm$ ), we could have defined a change of variables (mixing the spatial and time coordinate) in such a way that the derivatives are associated with only three new variables whereas the last one appears as a parameter. We have chosen to work with the original form for the $l_{m}$ because the equation appears in this way in the literature and seems more convenient for discussion of the properties of the solutions directly in the spatial and time coordinates. Nevertheless, there remains, of course, a reflection of this intrinsic feature of Eq. (2) into the formalism presented here. It is in the fact that for the variables $X_{v}$ (Sec. 2) or $X_{v}^{\mu}$ (Sec. 3), entering into the kernels of the I.E. and in terms of which the solution of Eq. (2) are finally expressed, we have $l_{m} X_{4}=l_{n m} X_{4}^{\mu}=0$ for all $m$ values whereas $l_{m} X_{j}$ and $l_{m} X_{j}^{\mu}$ $(j \leqslant 3)$ do not all vanish. However, we notice that these variables $X_{4}, X_{4}^{\prime 2}$ are necessary in order to really have a threedimensional coordinate space at fixed time and their associated functions $l_{j}^{i}\left(X_{4}\right), l_{j \mu}^{i}\left(X_{4}^{\mu}\right)$ play an important role concerning the confinement properties of the solutions at fixed time. The solution of Eq. (2) (corresponding to degenerate kernels of the I.E.) are always obtained as linear combinations of bounded functions multiplied by at least three functions confining in three different directions of the three-dimensional coordinate space. If the $l_{j}^{i}\left(X_{4}\right)$, or $l_{j \mu}^{i}\left(X_{4}^{\mu}\right)$ were not present, then the solutions will be confined in only two different directions of the space. The richness of the multidimensional formalism is particularly illustrated in Sec. 3 where we show that many different representations of the solutions of the associate linear systems can exist leading to many I.E.'s and consequently to many classes of solutions of Eq. (2). Another striking feature of the solutions of Eq. (2) is the fact that contrary to the one spatial dimensional case, no very particular functionals (like pure exponential) are required to be introduced into the kernels of the I.E. Due to this property, in order to get the confinement property we have, with degenerate kernels of the I.E., only to consider functions of one variable vanishing at infinity. [The same feature was yet present ${ }^{4}$ in the two spatial dimensional case of Eq. (2), and we have found ${ }^{4}$ a somewhat similar feature for the two spatial dimensional generalization of the nonlinear cubic Schrödinger equation.] Among all these possible solutions of Eq. (2), physical considerations will probably select the interesting ones.

There is a possible class of solutions not considered here (as well as in our previous multidimensional n.1.p.d.e. ${ }^{4}$ ). They are the rational solutions which could be obtained by limiting process as was explained by Manakov et al. ${ }^{7}$ in the KdV case starting from pure exponential kernels of the I.E. However, this possibility ${ }^{8}$ is neither restricted to these particular kernels nor to the KdV case.

We think that the method presented here for the construction of the solutions of multidimensional n.l.p.d.e. (resulting from the compatibility condition of different linear differential systems) is not restricted to the nonlinear threewave case and could be extended to other multidimensional n.l.p.d.e.
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## APPENDIX A

## 1. n.l.p.d.e. satisfied by the solutions of the I.E.

 (11)Let us define $\widetilde{F}_{j}^{i}=F_{j}^{i}\left(s=x_{j}, \cdots\right)$ and consider

$$
\begin{align*}
& K_{j}^{i}\left(y ; x_{1}, \ldots, x_{y}\right) \\
& =\widetilde{F}_{j}^{i}+\sum_{m=1}^{3} \int_{x_{n}} F_{m}^{i}\left(s ; y ; x_{1}, \ldots, x_{4}\right) K_{j}^{m}\left(s ; x_{1}, \ldots, x_{y}\right) d s  \tag{A1}\\
& \left(l_{p}+b_{p i} \frac{\partial}{\partial y}+b_{p j} \frac{\partial}{\partial s}\right) F_{j}^{i}(s ; y ;, \cdots)=0, \quad p=1,2,3 \\
& l_{p}=\sum_{1}^{4} a_{p \mu} \frac{\partial}{\partial x_{\mu}} \tag{A2}
\end{align*}
$$

with $b_{p j}=a_{p j}$ except $b_{j-1, j}=a_{j-1, f}\left(v_{j-1, j}+1\right)$. Recall that $O_{j}^{i+}=l_{j}+b_{j i} \partial / \partial y, O_{j}^{i-}=O_{j+1}^{i+}$ and remark from (A2) that $O_{j}^{i \pm} \widetilde{F}_{j}^{i}=0$. We apply $O_{j}^{i \pm}$ to both sides of (A1):

$$
\begin{aligned}
O_{j}^{i+} K_{j}^{i}= & -\Sigma a_{j, m} \widetilde{F}_{m}^{i} \hat{K}_{j}^{m} \\
& +\sum_{m} \int_{x_{m, \prime}}\left(F_{m}^{i} l_{j} K_{j}^{m}+K_{j}^{m} O_{j}^{i+} F_{m}^{i}\right) d s \\
O_{j}^{i-} K_{j}^{i}= & -\Sigma a_{j+1, m} \widetilde{F}_{m}^{i} \hat{K}_{j}^{m} \\
& +\sum_{m} \int_{x_{, \ldots}}\left(F_{m}^{i} l_{j+1} K_{j}^{m}+K_{j}^{m} O_{j}^{i-} F_{m}^{i}\right) d s
\end{aligned}
$$

From (A2) we get

$$
\begin{aligned}
& \left(O_{j}^{i+}+b_{j m} \frac{\partial}{\partial s}\right) F_{m}^{i}=0 \\
& \left(O_{j}^{i-}+b_{j+1 m} \frac{\partial}{\partial s}\right) F_{m}^{i}=0
\end{aligned}
$$

and, substituting into the rhs we get

$$
\begin{aligned}
& O_{j}^{i \pm} K_{j}^{i}-\sum_{m} \int F_{m}^{i} O_{j}^{i \pm} K_{j}^{m}=\sum_{m}\left(b_{j m}-a_{j m}\right) \widetilde{F}_{m}^{i} \hat{K}_{j}^{m} \\
& =a_{j, j+1} v_{j, j+1} \widetilde{F}_{j+1}^{i} \hat{K}_{j}^{j+1} \quad \text { for the }+ \text { case, and } \\
& =\sum_{m}\left(b_{j+1, m}-a_{j+1, m}\right) \widetilde{F}_{m}^{i} \hat{K}_{j}^{m} \\
& =a_{j+1, j-1} v_{j+1, j-1} \widetilde{F}_{j-1}^{i} \hat{K}_{j}^{j-1} \quad \text { for the }- \text { case } .
\end{aligned}
$$

If we compare with the solutions of (A1), we get
$O_{j}^{i+} K_{j}^{i}-a_{j, j+1} v_{j, j+1} K_{j+1}^{i} \hat{K}_{j}^{j+1}=0$,
$O_{j}^{i-} K_{j}^{i}-a_{j+1, j-1} v_{j+1, j-1} K_{j-1}^{i} \hat{K}_{j}^{j-1}=0$,
which are the n.l.p.d.e. (10). We recall that $j=1,2,3$ is a circular permutation $(j+2=j-1)$.

## 2. Dimensional properties of the variables $X_{i}$, $\mathrm{j}=\mathbf{1 , 2 , 3}, \mathrm{X}_{4}$

We recall
$X_{j}=\sum_{1}^{3} \beta_{j l} x_{l}, \quad \sum_{l=1}^{3} a_{m l} \beta_{j l}=0, \quad m=j, j+1$,

$$
\begin{equation*}
\sum_{i}^{3} a_{j-11} \beta_{j l}+a_{j-1, j} v_{j-1, j}=0 \tag{A4}
\end{equation*}
$$

$X_{4}=x_{4}+\sum_{i}^{3} \beta_{41} x_{i}, \quad \sum_{i}^{3} a_{m l} \beta_{4 i}+a_{m 4}=0, \quad m=1,2,3$.
(i) $\left\{X_{\mu}\right\}, \mu=1, \ldots, 4$ are independent. Otherwise let us assume that there exist $\eta_{\mu} \neq 0$ such that $\Sigma_{1}^{4} X_{\mu} \eta_{\mu} \equiv 0$. Equivalently $\Sigma_{j=1}^{3} x_{j}\left(\Sigma_{1}^{4} \eta_{\mu} \beta_{\mu j}\right)+\eta_{4} x_{4} \equiv 0$ or $\eta_{4}=0$ and

$$
\left(\begin{array}{lll}
\beta_{11} & \beta_{21} & \beta_{31}  \tag{A5}\\
\beta_{12} & \beta_{22} & \beta_{32} \\
\beta_{13} & \beta_{23} & \beta_{33}
\end{array}\right)\left(\begin{array}{l}
\eta_{1} \\
\eta_{2} \\
\eta_{3}
\end{array}\right)=0
$$

or

$$
\operatorname{det}\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \boldsymbol{\beta}_{3}\right)=0, \quad \boldsymbol{\beta}_{i}=\left(\begin{array}{l}
\beta_{i 1} \\
\beta_{i 2} \\
\beta_{i 3}
\end{array}\right), \quad \mathbf{a}_{i}=\left(\begin{array}{l}
a_{1 i} \\
a_{2 i} \\
a_{3 i}
\end{array}\right)
$$

However, with (A4) we can calculate directly $\operatorname{det}\left(\left(\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}\right)\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \boldsymbol{\beta}_{3}\right)\right)$ and taking into account $\operatorname{det}\left(\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}\right) \neq 0$, we get

$$
\begin{equation*}
\left|\operatorname{det}\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \boldsymbol{\beta}_{3}\right)\right|=\left|v_{12} v_{23} v_{31} a_{12} a_{23} a_{31}\left[\operatorname{det}\left(\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}\right)\right]^{-1}\right| . \tag{A6}
\end{equation*}
$$

(ii) If $t=x_{4}$, then $X_{j}, X_{i}, X_{4}-t(i \neq j, i \leqslant 3, j \leqslant 3)$ are independent. Otherwise there exist $\eta_{i}, \eta_{j}, \eta_{4}$ different of zero such that $\eta_{i} X_{i}+\eta_{j} X_{j}+\eta_{4}\left(X_{4}-x_{4}\right) \equiv 0$ or

$$
\left(\begin{array}{lll}
\beta_{i i} & \beta_{j i} & \beta_{4 i} \\
\beta_{i j} & \beta_{j j} & \beta_{4 j} \\
\beta_{i k} & \beta_{j k} & \beta_{4 k}
\end{array}\right)\left(\begin{array}{l}
\eta_{i} \\
\eta_{j} \\
\eta_{k}
\end{array}\right)=0, \quad i \neq j \neq k \neq i
$$

or

$$
\begin{equation*}
\operatorname{det}\left(\boldsymbol{\beta}_{i}, \boldsymbol{\beta}_{j}, \boldsymbol{\beta}_{4}\right)=0 \tag{A7}
\end{equation*}
$$

With (A4) we calculate $\operatorname{det}\left(\left(\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}\right)\left(\boldsymbol{\beta}_{i}, \boldsymbol{\beta}_{j}, \boldsymbol{\beta}_{4}\right)\right)$ and get $\left|\operatorname{det}\left(\boldsymbol{\beta}_{i}, \boldsymbol{\beta}_{j}, \boldsymbol{\beta}_{4}\right)\right|$

$$
\begin{equation*}
=\left|v_{i-1, i} v_{j-1,}, a_{i-1, i} a_{j-1,}, a_{k-1,4}\left[\operatorname{det}\left(\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}\right)\right]^{-1}\right| \tag{A8}
\end{equation*}
$$

(iii) If $t \neq x_{4}$, for instance $t=x_{3}$, then $X_{i}-x_{3} \beta_{i 3}$, $X_{j}-x_{3} \beta_{j 3}, X_{4}-x_{3} \beta_{43}(i \neq j, i \leqslant 3, j \leqslant 3)$ are independent. The coordinate space is $x_{1}, x_{2}, x_{4}$; however $x_{4}$ appears only in $X_{4}$. Consequently, in order to have a three-dimensional coordinate space, we have only to verify that $X_{i}-x_{3} \beta_{i 3}$, and $X_{j}-x_{3} \beta_{j 3}$, are independent. Otherwise there exist $\eta_{i} \neq 0$, $\eta_{j} \neq 0$ such that $\eta_{i}\left(X_{i}-x_{3} \beta_{i 3}\right)+\eta_{j}\left(X_{j}-x_{3} \beta_{j 3}\right) \equiv 0$ or

$$
\left(C_{i j}\right)=\left(\begin{array}{ll}
\beta_{i 1} & \beta_{j 1}  \tag{A9}\\
\beta_{i 2} & \beta_{j 2}
\end{array}\right), \quad\left(C_{i j}\right)\binom{\eta_{i}}{\eta_{j}} \equiv 0 \quad \text { or } \quad \operatorname{det}\left(C_{i j}\right)=0 .
$$

However, with the help of (A4) we can still calculate $\operatorname{det}\left(C_{i j}\right)$, and we get
$\left|\operatorname{det}\left(C_{i j}\right)\right|$
$=\left|v_{i-1, i} v_{j-1, j} a_{i-1, i} a_{j-1, j} a_{k-1,3}\left[\operatorname{det}\left(\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}\right)\right]^{-1}\right|$,
$i \neq j \neq k \neq i, \quad i, j, k$ being $1,2,3, k-1=k+2$. (A10)

## 3. Solutions of (A1) for general degenerate kernels

Let us assume in (A1) $F_{i}^{i}=0$ and

$$
\begin{equation*}
F_{j}^{i}=\sum_{m=1}^{m_{0}} g_{j m}^{i}\left(s-x_{j}+X_{j}\right) h_{j m}^{i}\left(y-x_{i}+X_{i}\right) l_{j m}^{i}\left(X_{4}\right), \tag{A11}
\end{equation*}
$$

where $m_{0}$ is finite. (A1) can be written
$K_{j}^{i}=\widetilde{F}_{j}^{i}+\iint F_{j}^{i} F_{i}^{j} K_{j}^{i}+\iint F_{j}^{i} F_{k}^{j} K_{j}^{k}+\int F_{k}^{i} K_{j}^{k}, \quad$ if $i \leftrightarrow k, K_{j}^{i} \leftrightarrow K_{j}^{k}$.
Let us define

$$
\begin{aligned}
& \int_{0}^{\infty} g_{k m}^{i}\left(u+X_{k}\right) h_{j p}^{k}\left(u+X_{k}\right)=C_{j k}^{i m p}\left(X_{k}\right) \\
& \int_{x_{k}}^{\infty} g_{k p}^{i}\left(s-x_{k}+X_{k}\right) K_{j}^{k}(s) d s=A_{j k p}^{i}
\end{aligned}
$$

and, substituting (A11) into (A12), we get
$K_{j}^{i}(y)=$
$\sum_{m} l_{j m}^{i}\left(X_{4}\right) h_{j m}^{i}\left(y-x_{i}+X_{i}\right)\left[g_{j m}^{i}\left(X_{j}\right)+\sum_{p} l_{i p}^{j}\left(X_{4}\right) C_{i j}^{i m p}\left(X_{j}\right)\right.$
$\left.\times A_{j i p}^{j}+\sum_{p} l_{k p}^{j}\left(X_{4}\right) C_{k j}^{i m p}\left(X_{j}\right) A_{j k p}^{j}\right]$
$+\sum_{m} l_{k m}^{i}\left(X_{4}\right) h_{k m}^{i}\left(\boldsymbol{y}-\boldsymbol{x}_{i}+X_{i}\right) A_{j k m}^{i}$
if $i \leftrightarrow k$, then $K_{j}^{i} \leftrightarrow K_{j}^{k}$.
The $K_{j}^{i}$ defined in (A13) depend upon the set of quantities $\left\{A_{j i p}^{j}, A_{j k p}^{j}, A_{j k p}^{i}, A_{j i p}^{k}\right\}, p=1, \ldots, m_{0}$. These quantities are solutions of algebraic systems which are obtained from (A13) multiplying by $g_{i p}^{j}$ or $g_{i p}^{k}$ and integrating. Then two other relations are obtained by $i \leftrightarrow k$,

$$
\begin{align*}
A_{j i p}^{j}[1 & \left.-\sum_{m} l_{i p}^{j} l_{j m}^{i} C_{j i}^{j p m} C_{i j}^{i m p}\right]-\sum_{p^{\prime} \neq p} A_{j i p^{\prime}}^{j} \sum_{m} C_{j i}^{j p m} C_{i j}^{i m p^{\prime}} l_{j m}^{i} l_{i p^{\prime}}^{j} \\
& -\sum_{p^{\prime}} A_{j k p^{\prime}}^{j} \sum_{m} C_{j i}^{i p m} C_{k j}^{i m p^{\prime}} l_{j m}^{i} l_{k p^{\prime}}^{j}-\sum_{p^{\prime}} A_{j k p^{\prime}}^{i} l_{k p^{\prime}}^{i} C_{k i}^{j p p^{\prime}} \\
& =\sum_{m} g_{j m}^{i} l_{j m}^{i} C_{j i}^{j p m} \quad \text { and } \quad i \leftrightarrow k, \tag{A14}
\end{align*}
$$

$$
\begin{align*}
A_{j i p}^{k} & -\sum_{p^{\prime}} A_{j i p^{\prime}}^{j} \sum_{m} C_{j i}^{k p m} C_{i j}^{i m p^{\prime}} l_{j m}^{i} l_{i p^{\prime}}^{i} \\
& -\sum_{p^{\prime}} A_{j k p^{\prime}}^{j} \sum_{m} C_{j i}^{k p m} C_{k j}^{i m p^{\prime}} l_{k p^{\prime}}^{j} l_{j m}^{i}-\sum_{p^{\prime}} A_{j k p^{\prime}}^{i} l_{k p^{\prime}}^{i} C_{k i}^{k p p^{\prime}} \\
& =\sum_{m} g_{j m}^{i} l_{j m}^{i} C_{k j}^{k p m} \quad \text { and } \quad i \leftrightarrow k . \tag{A15}
\end{align*}
$$

Finally $\hat{K}_{j}^{i}$ is written

$$
\begin{aligned}
\hat{K}_{j}^{i}= & \sum_{m} l_{j m}^{i}\left(X_{4}\right) h_{j m}^{i}\left(X_{i}\right)\left[g_{j m}^{i}\left(X_{j}\right)+\sum_{p} l_{i p}^{i}\left(X_{4}\right) C_{i j}^{i m p}\left(X_{j}\right) A_{j i p}^{j}\right. \\
& \left.+\sum_{p} l_{k p}^{j}\left(X_{4}\right) C_{k j}^{i m p}\left(X_{j}\right) A_{j k p}^{j}\right]+\sum_{m} l_{k m}^{i}\left(X_{4}\right) h_{k m}^{i}\left(X_{i}\right) A_{j k m}^{i} .
\end{aligned}
$$

## APPENDIX A $^{\prime}$

1. n.l.p.d.e. satisfied by the solutions of the I.E. (11')

Let us define $\widetilde{F}_{j \mu}^{i}=F_{j \mu \rho}^{i}\left(s=x_{\rho}, \cdots\right)$ and consider

$$
\begin{align*}
& K_{j}^{i}\left(y ; x_{1}, \ldots, x_{4}\right)=\widetilde{F}_{j \mu}^{i}+\sum_{m=1}^{3} \sum_{\rho \in I_{1, \prime}} \int_{x_{1,}} F_{m \mu \rho}^{i}\left(s ; y ; x_{1}, \ldots, x_{4}\right) \\
& K_{j \rho}^{m}\left(s, x, \ldots, x_{4}\right) d s \\
& \left(l_{p}+b_{p \mu}^{i} \frac{\partial}{\partial y}+b_{p \rho}^{j} \frac{\partial}{\partial s}\right) F_{j \mu \rho}^{i}\left(s ; y ; x_{1}, \ldots, x_{4}\right)=0 \\
& \mu \in I_{i}, \rho \in I_{j}, p=1,2,3
\end{align*}
$$

with $b_{p \mu}^{i}=a_{p \mu}$ except $b_{p \mu}^{p+1}=a_{p \mu}\left(v_{p \mu}+1\right)$. We recall that $O_{j \mu}^{i+}=l_{j}+b_{j \mu}^{i} \partial / \partial y, O_{j \mu}^{i-}=O_{j+1, \mu}^{i+}$ and remark from ( $\mathrm{A}^{\prime} 2$ ) that $O_{j \mu}^{i \pm} \tilde{F}_{j \mu}^{i}=0$. We apply $O_{j \mu}^{i \pm}$ to both sides of $\left(\mathrm{A}^{\prime} 1\right)$

$$
\begin{aligned}
O_{j \mu}^{i+} K_{j \mu}^{i}= & -\sum_{m} \widetilde{F}_{m \mu}^{i} \sum_{\rho} a_{j \rho} \hat{K}_{j \rho}^{m}+\sum \sum \int\left(F_{m \mu \rho}^{i} l_{j} K_{j \rho}^{m}\right. \\
& \left.+K_{j \rho}^{m} O_{j \mu}^{i+} F_{m \mu \rho}^{i}\right) d s \\
O_{j \mu}^{i-} K_{j \mu}^{i}= & -\sum_{m} \widetilde{F}_{m \mu}^{i} \sum_{\rho} a_{j+1 \rho} \hat{K}_{j \rho}^{m}+\sum \sum \int\left(F_{m \mu \rho}^{i} l_{j+1} K_{j \rho}^{m}\right. \\
& \left.+K_{j \rho}^{m} O_{j}^{i-} F_{m \mu \rho}^{i}\right) d s .
\end{aligned}
$$

From ( $\mathrm{A}^{\prime} 2$ ) we get

$$
\begin{aligned}
& \left(O_{j \mu}^{i+}+b_{j \rho}^{m} \frac{\partial}{\partial s}\right) F_{m \mu \rho}^{i}=0 \\
& \left(O_{j \mu}^{i-}+b_{j+1 \rho}^{m} \frac{\partial}{\partial s}\right) F_{m \mu \rho}^{i}=0
\end{aligned}
$$

and, substituting into the rhs, we get

$$
\begin{aligned}
O_{j \mu}^{i \pm} & K_{j \mu}^{i}-\sum_{m} \sum_{\rho \in I_{1,1}} \int F_{m \mu \rho}^{i} O_{j \rho}^{m} K_{j \rho}^{m} \\
& =\sum_{m} \sum_{\rho \in I_{, \ldots}} \widetilde{F}_{m \mu}^{i} \hat{K}_{j \rho}^{m}\left(-a_{j \rho}+b_{j \rho}^{m}\right) \\
& =\widetilde{F}_{j+1 \mu}^{i} \sum_{\rho \in I_{j,}} a_{j \rho} v_{j \rho} \hat{K}_{j \rho}^{j+1} \quad \text { for the }+ \text { case and } \\
& =\sum_{m \rho \in I_{m}} \widetilde{F}_{m \mu}^{i}\left(-a_{j+1 \rho}+b_{j+1 \rho}^{m}\right) \hat{K}_{j \rho}^{m} \\
& =\widetilde{F}_{j-1, \mu}^{i} \sum_{\rho \in I_{j},} a_{j+1, \rho} v_{j+1, \rho} \hat{K}_{j \rho}^{j-1} \quad \text { for the }- \text { case }
\end{aligned}
$$

Comparing with the solutions of ( $\mathrm{A}^{\prime} 1$ ) we get Eq. ( $10^{\prime}$ ) [ $j=1,2,3$ is a circular permutation $(j+1=j-2)]$.

## 2.a. Dimensional properties of the variables $X_{j}^{\mu}$,

 $j=1,2,3, X_{\psi}^{\mu}, \mu$ fixed, written down in Eq. (4b")(i) $\left\{X_{\alpha}^{\mu}\right\}, \alpha=1, \ldots, 4$, are independent. Otherwise let us assume that there exist $\eta_{\alpha} \neq 0$ such that $\Sigma_{1}^{4} X_{\alpha}^{\mu} \eta_{\alpha}=0$.
Equivalently, $\eta_{4}=0$ and

$$
\left(\begin{array}{lll}
\beta_{1 \varphi_{1}}^{\mu} & \beta_{2 \varphi_{1}}^{\mu} & \beta_{3 \varphi_{1}}^{\mu} \\
\beta_{1 \varphi_{2}}^{\mu} & \beta_{2 \varphi_{2}}^{\mu} & \beta_{3 \varphi_{2}}^{\mu} \\
\beta_{1 \varphi_{3}}^{\mu} & \beta_{2 \varphi_{i}}^{\mu} & \beta_{3 \varphi_{i}}^{\mu}
\end{array}\right)\left(\begin{array}{l}
\eta_{1} \\
\eta_{2} \\
\eta_{3}
\end{array}\right)=0
$$

or

$$
\left.\begin{array}{l}
\operatorname{det}\left(\boldsymbol{\beta}_{1}^{\mu} \boldsymbol{\beta}_{2}^{\mu} \boldsymbol{\beta}_{3}^{\mu}\right)=0 \\
\varphi_{i} \neq \mu, \quad i=1,2,3
\end{array}\right\}, \quad \boldsymbol{\beta}_{i}^{\mu}=\left(\begin{array}{c}
\beta_{i \varphi_{1}}^{\mu} \\
\beta_{i \varphi_{2}}^{\mu} \\
\beta_{i \varphi}^{\mu}
\end{array}\right)
$$

We define

$$
\mathbf{a}_{\varphi_{i}}=\left(\begin{array}{l}
a_{1 \varphi_{i}} \\
a_{2 \varphi_{i}} \\
a_{3 \varphi}
\end{array}\right)
$$

with ( 4 b ") we get
$\left|\operatorname{det}\left(\boldsymbol{\beta}_{1}^{\mu} \boldsymbol{\beta}_{2}^{\mu} \boldsymbol{\beta}_{3}^{\mu}\right)\right|$

$$
=\left|a_{1 \mu} a_{2 \mu} a_{3 \mu} \boldsymbol{v}_{1 \mu} \boldsymbol{v}_{2 \mu} \boldsymbol{v}_{3 \mu}\right|\left[\operatorname{det}\left(\mathbf{a}_{\varphi_{1}} \mathbf{a}_{\varphi_{2}} \mathbf{a}_{\varphi_{2}}\right)\right]^{-1}
$$

(ii) If $t=x_{\mu}$, then $X_{j}^{\mu}, X_{i}^{\mu}, X_{4}^{\mu}-t(i \neq j, i \leqslant 3, j \leqslant 3)$ are independent. Otherwise there exist $\eta_{i}, \eta_{j}, \eta_{4}$ such that $\eta_{i} X_{i}^{\mu}+\eta_{j} X_{j}^{\mu}+\eta_{4}\left(X_{4}^{\mu}-x_{\mu}\right)=0$ or

$$
\left(\begin{array}{ccc}
\beta_{i \varphi_{i}}^{\mu} & \beta_{j \varphi_{1}}^{\mu} & \beta_{4 \varphi_{1}}^{\mu} \\
\beta_{i \varphi_{y}}^{\mu} & \beta_{j \varphi_{7}}^{\mu} & \beta_{4 \varphi_{2}}^{\mu} \\
\beta_{i \varphi_{i}}^{\mu} & \beta_{j \varphi_{i}}^{\mu} & \beta_{4 \varphi}^{\mu}
\end{array}\right)\left(\begin{array}{c}
\eta_{i} \\
\eta_{j} \\
\eta_{4}
\end{array}\right)=0
$$

or

$$
\operatorname{det}\left(\boldsymbol{\beta}_{i}^{\mu} \boldsymbol{\beta}_{j}^{\mu} \boldsymbol{\beta}_{4}^{\mu}\right)=0, \quad \varphi_{i} \neq \mu, \quad i=1,2,3
$$

With ( $4 \mathbf{b}^{\prime \prime}$ ) we get
$\left|\operatorname{det}\left(\boldsymbol{\beta}_{i}^{\mu} \boldsymbol{\beta}_{j}^{\mu} \boldsymbol{\beta}_{4}^{\mu}\right)\right|$

$$
=\left|a_{1 \mu} a_{2 \mu} a_{3 \mu} v_{i-1, \mu} v_{j-1, \mu}\right|\left[\operatorname{det}\left(\mathbf{a}_{\varphi} \mathbf{a}_{\varphi_{2}} \mathbf{a}_{\varphi}\right)\right]^{-1}
$$

(iii) If $t \neq x_{\mu}$, for instance, $t=x_{\varphi_{3}}$, then $X_{i}^{\mu}-x_{\varphi} \beta_{i \varphi{ }_{3}}^{\mu}$, $X_{j}^{\mu}-x_{\varphi} \beta_{j \varphi_{i}}^{\mu}, X_{4}-x_{\varphi} \beta_{4 \varphi_{3}}^{\mu}\left(i \neq j, i \leqslant 3, j \leqslant 3, \varphi_{i} \neq \mu\right)$ are independent. $x_{\mu}$ appears only in $X_{4}-x_{\varphi} \beta_{4 \varphi_{3}}^{\mu}$ and we have to verify that $\eta_{i} \neq 0, \eta_{j} \neq 0$ and $\eta_{i}\left(X_{i}^{\mu}-x_{\varphi} \beta_{i q_{3}}^{\mu}\right)$ $+\eta_{j}\left(X_{j}^{\mu}-x_{\varphi} \beta_{j \varphi_{3}}^{\mu}\right)=0$ is not possible; otherwise,

$$
\left(C_{i j}^{\mu}\right)=\left(\begin{array}{ll}
\beta_{i \varphi_{1}}^{\mu} & \beta_{j \varphi_{1}}^{\mu} \\
\beta_{i \varphi_{i}}^{\mu} & \beta_{j \varphi_{i}}^{\mu}
\end{array}\right), \quad\left(C_{i j}^{\mu}\right)\binom{\eta_{i}}{\eta_{j}}=0
$$

or

$$
\operatorname{det}\left(C_{i j}\right)=0
$$

However, with (4b") we get $(i \neq j \neq k \neq i, k \leqslant 3)$

$$
\begin{aligned}
& \left|\operatorname{det}\left(C_{i j}^{\mu}\right)\right|=\mid v_{i-1, \mu} v_{j-1, \mu} a_{i-1, \mu} a_{j-1, \mu} a_{k-1, \varphi_{3}} \\
& \quad \times\left[\operatorname{det}\left(\mathbf{a}_{\varphi_{1}} \mathbf{a}_{\boldsymbol{q}_{2}} \mathbf{a}_{\boldsymbol{\varphi}}\right)\right]^{-1} \mid .
\end{aligned}
$$

## 2.b. Dimensional properties of the variables $X_{i}^{\mu}$,

 $X_{j}^{\mu_{2}}, X_{4}^{\mu_{1}}$, at fixed time $t$ and $\mu_{1} \neq \mu_{2}, i \neq j$We recall
$X_{i}^{\mu_{1}}=\sum_{\varphi_{1} \neq \mu_{1}} \beta_{i \varphi}^{\mu_{i}} x_{\varphi_{i}}, X_{4}^{\mu_{1}}=x_{\mu_{1}}+\sum_{\varphi_{i} \neq \mu_{1}} \beta_{4 \varphi_{i}}^{\mu_{1}} x_{\varphi_{i}}$,
$X_{j}^{\mu_{2}}=\beta_{j \varphi_{2}}^{\mu_{2}} x_{\varphi_{2}}+\beta_{j \mu_{1}}^{\mu_{2}} x_{\varphi_{1}}+\beta_{j \mu_{1}}^{\mu_{2}} \boldsymbol{x}_{\varphi_{i}}, \quad i=1,2,3, j=1,2,3$,
$\varphi_{l} \neq \mu_{1}, \varphi_{l}=\varphi_{1}, \varphi_{2}, \varphi_{3}, \mu_{2}=\varphi_{1}$.
We define

$$
\begin{aligned}
& \beta_{\mathrm{I}}=\left(\begin{array}{ccc}
\beta_{i \mu_{2}}^{\mu_{1}} & 0 & \beta_{4 \mu_{2}}^{\mu_{1}} \\
\beta_{i \varphi_{2}}^{\mu_{1}} & \beta_{j \varphi_{2}}^{\mu_{2}} & \beta_{4 \varphi_{2}}^{\mu_{2}} \\
\beta_{i \varphi_{2}}^{\mu_{1}} & \beta_{j \varphi_{1}}^{\mu_{2}} & \beta_{4 \varphi,}^{\mu_{2}}
\end{array}\right), \\
& \beta_{\mathrm{II}}=\left(\begin{array}{ccc}
\beta_{i \varphi_{2}}^{\mu_{1}} & \beta_{j \varphi_{2}}^{\mu_{2}} & \beta_{4 \varphi_{2}}^{\mu_{2}} \\
\beta_{i \varphi_{2}}^{\mu_{1}} & \beta_{j \varphi_{1}}^{\mu_{2}} & \beta_{4 \varphi_{3}}^{\mu_{1}} \\
0 & \beta_{j \mu_{1}}^{\mu_{2}} & 1
\end{array}\right),
\end{aligned}
$$

$$
\beta_{\mathrm{III}}=\left(\begin{array}{ccc}
\beta_{i \mu_{2}}^{\mu_{1}} & 0 & \beta_{4 \varphi_{2}}^{\mu_{1}} \\
\beta_{i \varphi_{3}}^{\mu_{1}} & \beta_{j \varphi_{3}}^{\mu_{2}} & \beta_{4 \varphi_{3}}^{\mu_{1}} \\
0 & \beta_{j \mu_{1}}^{\mu_{2}} & 1
\end{array}\right)
$$

(i) If $t=x_{\mu 1}$, the remaining spatial coordinates define a three-dimensional space. Otherwise there exist $\eta_{i} \neq 0$, $\eta_{j} \neq 0, \eta_{4} \neq 0$ such that

$$
\eta_{i} X_{i}^{\mu_{1}}+\eta_{j}\left(X_{j}^{\mu_{2}}-\beta_{j \mu_{1}}^{\mu_{2}} x_{\mu_{i}}\right)+\eta_{4}\left(X_{4}^{\mu_{i}}-x_{\mu_{i}}\right)=0
$$

or

$$
\operatorname{det} \beta_{\mathrm{I}}=0
$$

However, with (4b") we get, $i \neq j \neq k \neq i, k \leqslant 3$,

$$
\begin{aligned}
\left|\operatorname{det} \beta_{\mathrm{I}}\right|= & \mid a_{i-1, \mu} a_{j-1, \mu_{2}} a_{k-1, \mu_{1}} v_{i-1, \mu_{1}} v_{j-1, \mu_{2}} \\
& \times\left[\operatorname { d e t } \left(\mathbf{a}_{\left.\left.\varphi_{1}, \mathbf{a}_{\varphi_{2}} \mathbf{a}_{\varphi_{1}}\right)\right]^{-1} \mid .} .\right.\right.
\end{aligned}
$$

(ii) If $t=x_{\mu_{2}}$, we still have a three-dimensional space. Otherwise there exist $\eta_{i} \neq 0, \eta_{j} \neq 0, \eta_{4} \neq 0$ such that

$$
\eta_{i}\left(X_{i}^{\mu_{1}}-\beta_{i \mu_{2}}^{\mu_{i}} x_{\mu_{2}}\right)+\eta_{f} X_{j}^{\mu_{2}}+\eta_{4}\left(X_{4}^{\mu_{1}}-\beta_{4 \mu_{2}}^{\mu_{1}} x_{\mu_{2}}\right)=0
$$

or

$$
\operatorname{det} \beta_{\mathrm{II}}=0 .
$$

A direct calculation gives, $i \neq j \neq k \neq i, k \leqslant 3$,

$$
\begin{aligned}
\left|\operatorname{det} \beta_{\mathbf{I I}}\right|= & \mid a_{i-1, \mu_{1}} a_{j-1, \mu_{2}} a_{k-1, \mu_{2}} \boldsymbol{v}_{i-1, \mu_{2}} \boldsymbol{v}_{j-1, \mu_{2}} \\
& \times\left[\operatorname{det}\left(\mathbf{a}_{\varphi_{1}} \mathbf{a}_{\varphi_{2}} \mathbf{a}_{\varphi_{s}}\right)\right]^{-1} \mid .
\end{aligned}
$$

(ii) If $t$ is neither $x_{\mu_{1}}$ or $x_{\mu_{2}}$ but for instance $x_{\varphi_{2}}$, we still have a three-dimensional space. Otherwise there exist $\eta_{i} \neq 0$, $\eta_{j} \neq 0, \eta_{4} \neq 0$ with $\eta_{i}\left(X_{i}^{\mu_{1}}-\beta_{i \varphi_{i}}^{\mu_{1}} x_{\varphi_{i}}\right)+\eta_{j}\left(X_{j}^{\mu_{2}}-\beta_{j \varphi_{2}}^{\mu_{2}} x_{\varphi_{2}}\right)$ $+\eta_{4}\left(X_{4}^{\mu_{1}}-\beta_{4 \varphi_{2}}^{\mu_{1}} \boldsymbol{x}_{\varphi_{2}}\right)=0$ or

$$
\operatorname{det} \beta_{I I I}=0 . \text { With }\left(4 \mathrm{~b}^{\prime \prime}\right) \text { we get }
$$

$$
\begin{gathered}
\left|\operatorname{det} \beta_{\mathrm{III}}\right|=\mid a_{i-1, \mu_{1}} a_{j-1, \mu_{2}} a_{k-1, \varphi_{2}} \boldsymbol{v}_{i-1, \mu_{1}} v_{j-1, \mu_{2}} \\
{\left[\operatorname{det}\left(\mathbf{a}_{\varphi_{1}} \mathbf{a}_{\boldsymbol{q}_{2}} \mathbf{a}_{q_{3}}\right)\right]^{-1} \mid .}
\end{gathered}
$$

## 3. Solutions of ( $\mathbf{A}^{\prime} 1$ ) for general degenerate kernels

Among the elements $\{1,2,3,4\}$ let us call $\rho_{i}$ those belonging to $I_{i}$, or $\rho_{i} \in I_{i}$ and similarly $\rho_{j} \in I_{j}, \rho_{k} \in I_{k}$. We assume in ( $\left.\mathrm{A}^{\prime} 1\right) F_{i \mu \rho}^{i} \equiv 0$ and

$$
\begin{align*}
F_{j p_{1}, \rho_{j}}^{i}= & \sum_{m=1}^{m_{0}} g_{j p_{,} m}^{i \rho_{i}}\left(\gamma_{j \rho_{i}}^{\rho_{i}}\left(s-x_{\rho_{i}}\right)+X_{j}^{\rho_{i}}\right) \\
& h_{j \rho j, m}^{i}\left(y-x_{\rho_{i}}+X_{i}^{\rho_{i}}\right) l_{j \rho_{i} m}^{i}\left(X_{4}^{\rho_{i}}\right),
\end{align*}
$$

where $m_{0}$ is finite and $g_{j p_{i} m}^{i \rho_{j}}\left(s=x_{\rho_{j}}\right)=g_{j \rho_{i} m}^{i}\left(X_{j}^{\rho_{i}}\right)$. ( $\left.\mathrm{A}^{\prime} 1\right)$ can be written

$$
\begin{aligned}
K_{j \rho_{t}}^{i}= & \widetilde{F}_{j \rho_{i}}^{i}+\sum_{\rho_{i} \in I} \iint F_{j \rho_{i}, \rho_{i}}^{i}\left\{\sum_{\rho_{i}^{\prime} \in I_{i}} F_{i p_{i}, \rho_{i}^{\prime}}^{j} K_{j \rho_{i}^{\prime}}^{i}+i \leftrightarrow k\right\} \\
& +\sum_{\rho_{k} \in I_{k}} \int F_{k \rho_{i} \rho_{k}}^{i} K_{j \rho_{k}}^{k} \quad \text { if } i \leftrightarrow k, K_{j \rho_{i}}^{i} \leftrightarrow K_{j \rho_{k}}^{k} .
\end{aligned}
$$

Let us define
$C_{j k p_{i} \rho_{k}}^{i m p}\left(X_{k}^{\rho_{i}}, X_{k}^{\rho_{k}}\right)$

$$
\begin{aligned}
& =\int_{0}^{\infty} g_{k \rho_{r} m}^{i \rho_{k}}\left(\gamma_{k \rho_{i}}^{\rho_{k}} u+X_{k}^{\rho_{k}}\right) h_{j \rho_{k} p}^{k}\left(u+X_{k}^{\rho_{k}}\right) d u, \\
A_{j k m}^{i p_{i}} & =\sum_{\rho_{k} \in I_{k}} \int_{x_{\rho_{\rho_{k}}}}^{\infty} g_{k \rho_{i} m}^{i \rho_{k}}\left(\gamma_{k \rho_{i}}^{\rho_{k}}\left(s-x_{\rho_{k}}\right)+X_{k}^{\rho_{k}}\right) K_{j \rho_{k}}^{k}(s) d s
\end{aligned}
$$

and substituting ( $\mathrm{A}^{\prime} 3$ ) into ( $\mathrm{A}^{\prime} 4$ ), we get two equations, where $K_{j p_{i}}^{i}, K_{j p_{k}}^{k}$ depend upon the set of quantities $\left\{A_{j i p}^{\left.i p_{j}, A_{j i p}^{k p_{p}}, A_{j k p}^{j j_{j}}, A_{j k p}^{i p_{i}}\right\}, p=1, \ldots, m_{0}, \rho_{i} \in I_{i}, \rho_{j} \in I_{j}, \rho_{k} \in I_{k} .}\right.$
These quantities are solutions of algebraic systems which are obtained from (A'4) multiplying by $g_{i i_{i} p}^{j p_{i}}$ or $g_{i p_{k} p}^{k p_{i}}$, integrating, and summing over all the $\rho_{i} \in I_{i}$ (and $i \leftrightarrow k$ ):

$$
\begin{align*}
& A_{j i p}^{j \rho_{j}}-\sum_{m} \sum_{\rho_{i} \in I_{i}} l_{j p_{m} m}^{i} C_{j i \rho_{j} \rho_{2}}^{j p m} \sum_{m^{\prime}} \sum_{\rho_{j}^{\prime} \in I_{j}}\left\{l_{i \rho_{j}^{\prime} m^{\prime}}^{i} C_{i j p_{i} \rho_{j}}^{i m \boldsymbol{A}^{\prime}} \boldsymbol{A}_{j i m^{\prime}}^{j i \rho^{\prime}}\right. \\
& \left.+l_{k \rho_{j}^{\prime} m^{\prime}}^{j} C_{k j \rho_{i} \rho_{j}}^{i m m^{\prime}} A_{j k m^{\prime}}^{j \rho_{i}^{\prime}}\right\}-\sum_{m} \sum_{\rho_{i} \in I_{i}} l_{k \rho_{i} m}^{j} C_{k \rho_{j} \rho_{i}}^{j p_{i}^{m}} A_{j k m}^{i \rho_{i}} \\
& =\sum_{m} \sum_{\rho_{i} \in I_{i}} l_{j \rho_{i}, m}^{i} g_{j \rho, m}^{i} C_{j i \rho_{i} \rho_{i}}^{j p m} \quad \text { and } \quad i \leftrightarrow k, \\
& A_{j i p}^{k \rho_{k}}-\sum_{m} \sum_{\rho, \in I_{i}} l_{j \rho, m}^{i} C_{j i \rho_{\rho} \rho_{2}}^{k p m} \sum_{m^{\prime}} \sum_{\rho_{j} \in I_{j}}\left[l_{k \rho, m^{\prime}}^{i} C_{i j \rho_{i} \rho_{j}}^{i m m^{\prime}} A_{j i m^{\prime}}^{j \rho_{j}}\right. \\
& \left.+l_{k \rho_{j} m^{\prime}}^{j} A_{j k m^{\prime}}^{j \rho_{j}} C_{k j \rho_{i} \rho_{j}}^{i m m^{\prime}}\right]-\sum_{m} \sum_{\rho_{\in} \in I_{i}} l_{k \rho, m}^{i} C_{k i \rho_{p} \rho_{i}}^{k p m} A_{j k m}^{i \rho_{i}} \\
& =\sum_{m} \sum_{\rho_{\in} \in I_{i}} l_{j \rho m}^{i} g_{j \rho_{i} m}^{i} C_{j i \rho_{j} \rho_{i}}^{k p m} \text { and } i \leftrightarrow k .
\end{align*}
$$

Finally $\hat{K}_{j \rho_{i}}^{i}$ is written

$$
\begin{align*}
\hat{K}_{j \rho_{i}}^{i}= & \sum_{m} l_{j \rho_{i} m}^{i}\left(X_{4}^{\rho_{i}}\right) h_{j \rho_{i} m}^{i}\left(X_{i}^{\rho_{i}}\right)\left\{g_{j \rho_{i} m}^{i}\left(X_{j}^{\rho_{i}}\right)+\sum_{m} \sum_{\rho_{i} \in I_{j}} l_{i \rho_{j} m^{\prime}}^{j}\right. \\
& \left.\times\left(X_{4}^{\rho_{j}}\right) C_{i j \rho_{i} \rho_{i}}^{i m m m_{j}^{\prime}} A_{j i m^{\prime}}^{j \rho_{j}}+l_{k \rho_{i} m^{\prime}}^{j}\left(X_{4}^{\rho_{j}}\right) C_{k j \rho_{i} \rho_{j}}^{i m m^{\prime}} A_{j k m^{\prime}}^{j \rho_{j}}\right\} \\
& +\sum_{m} l_{k \rho_{i} m}^{i}\left(X_{4}^{\rho_{i}}\right) h_{k \rho_{m} m}^{i}\left(X_{i}^{\rho_{i}}\right) A_{j k m}^{i \rho_{l}} .
\end{align*}
$$

Now we assume that the kernels in ( $\mathrm{A}^{\prime} 3$ ) are of the Eq. (6') type and always disregard the zeros of the determinant of ( $A^{\prime} 5$ ), ( $A^{\prime} 6$ ). From ( $A^{\prime} 5$ ), ( $A^{\prime} 6$ ) we see that the solutions are linear combination of bounded functions multiplied by $l_{j \rho, m}^{i} g_{j \rho, m}^{i}$ and $i \leftrightarrow k$. Substituting into $\hat{K}_{j \rho}^{i}$, we still get a linear combination of bounded terms multiplied by functions confining either in $X_{4}^{\mu_{1}}, X_{j}^{\mu_{1}}, X_{i}^{\mu_{2}}$ or in $X_{4}^{\mu_{1}}, X_{j}^{\mu_{2}}, X_{i}^{\mu_{1}}$ with $i \neq j$.
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#### Abstract

The dynamics of a nonlinear string of constant length represented by a helical space curve may be studied through a consideration of the motion of an arbitrary rigid body along it. The resulting set of compatibility equations is shown to result in the class of nonlinear evolution equations solvable through the two component inverse scattering phenomenology. A class of pseudopotentials and prolongation structures follow naturally due to the intrinsic group structure of the phenomenon. This leads to an identification of the underlying fiber bundle structure and connection forms. Thus a unified picture emerges for a class of soliton possessing evolution equations.


## 1. INTRODUCTION

Recent advances in the solution procedure of nonlinear partial differential equations have made it possible to solve the initial value problem of a large class of evolution equations. ${ }^{1-4}$ These are especially of dispersive type in one-space one-time dimensions and exactly solvable through the inverse scattering transform ${ }^{1.2}$ and Bäcklund transformation methods. ${ }^{3,4}$ Broadly they may be identified ${ }^{2}$ with the wellknown AKNS system (and its generalizations) for the two dependent variables $q(x, t)$ and $r(x, t)$,

$$
\begin{align*}
& A_{x}=q C-r B  \tag{la}\\
& q_{t}-2 A q=B_{x}+2 i \zeta B  \tag{1b}\\
& r_{t}+2 A r=C_{x}-2 i \zeta C \tag{1c}
\end{align*}
$$

Equation (1) is the result of imposition of the integrability condition on the two-component eigenvalue problem

$$
\begin{align*}
& v_{1 x}+i \zeta v_{1}=q v_{2}  \tag{2a}\\
& v_{2 x}-i \zeta v_{2}=r v_{1} \tag{2b}
\end{align*}
$$

and the time evolution of the eigenfunctions:

$$
\begin{align*}
& v_{1 t}=A(x, t, \zeta) v_{1}+B(x, t, \zeta) v_{2},  \tag{3a}\\
& v_{2 t}=C(x, t, \zeta) v_{1}-A(x, t, \zeta) v_{2}, \tag{3b}
\end{align*}
$$

with the usual identifications. ${ }^{2}$
Now as all the solvable evolution equations associated with (1) possess analogous solitonic and other integrability properties, a basic question arises: What is the underlying mechanism that aids in their solvability and what possible interpretation of the equations and their solutions can be given. A number of apparently differing viewpoints have been offered during the past few years. ${ }^{5-12}$ From an elementary geometric point of view, Lamb ${ }^{7}$ has demonstrated that the intrinsic equations governing the motion of helical space curves are intimately related to the equations of type (1). Stressing an abstract geometric point of view, Wahlquist and Estabrook ${ }^{\text {s }}$ have shown that the existence of certain Lie-algebraic structures--prolongation structures-and pseudopotentials are the basic mechanisms. These structures have in turn further been interpreted by Hermann ${ }^{6}$ as connection forms of certain fiber bundles. He had also shown that the Lax's equation of nonlinear theory is intimately related to the rigid body equations and could be interpreted as Pois-
son-Moyal brackets. ${ }^{10}$ Several of these concepts have further been elucidated by Morris, ${ }^{8}$ Corones, ${ }^{9}$ and Dodd and Gibbon ${ }^{11}$ and others. Other related geometric or group-theoretical pictures of some of these equations also exist. ${ }^{12.13}$

It is remarkable that in all these approaches either geometry or group structure or both seem to play a predominant role. This makes one suspect that these various ideas could possibly be related to one another through a single unified phenomenon. In this paper we wish to investigate this interrelationship and show that these different views could be seen as the many facets of a single picture of rigid body motion along nonlinear strings or space curves. Consider the dynamics of a homogeneous flexible nonlinear string of constant length attached to some elastically yielding support. ${ }^{14}$ It could be studied starting from a suitable Lagrangian as done by Broer. ${ }^{14}$ We can also consider the string to be represented by a helical space curve. At an arbitrary point along the string an arbitrary rigid body could be attached. Then the motion of the string and the body are compatible, a consideration which is shown to result in the solvable evolution Eq. (1) (Sec. 3). Further the Serret-Frenet equations describing the space curves and the equations of motion of the rigid body have an SO (3) structure. Both these sets could be reduced to two Riccati equations, in terms of a Darboux vector, having an $\operatorname{SL}(2, R)$ structure. A further transformation of these equations results in the eigenvalue problem of the type (2) and (3) having an $\mathrm{SU}(2)$ structure. Translating these results in the language of differential forms of exterior algebra, one arrives at the notions of pseudopotentials and prolongation structures in terms of simple geometrical and physical quantities (Sec. 4). The associated fiber bundle structure and connections could also be worked out without difficulty. The space of variables defining the string then forms the base space of the bundle, while the fiber is defined as a space of variables of the rigid body. Thus a unified picture emerges. This is satisfactory, as the study of strings and rigid bodies, which lie at the heart of classical physics, leads to the most recent developments of theoretical physics.

To be self-contained we present the salient features of the theory of space curves and rigid body dynamics in the next section.


FIG. 1a. A helical space curve in $E^{3}$.


FIG. 1b. A rigid body.

## 2. SPACE CURVES AND RIGID BODY DYNAMICS

## A. Theory of space curves. ${ }^{15}$

A regular space curve in $E^{3}$ is defined as the locus of the end points of a vector $\mathrm{R}(x) \equiv\left(r_{1}(x), r_{2}(x), r_{3}(x)\right)\left(x_{0}<x<x_{1}\right)$ (see Fig. 1a) and that $\mathbf{R}(x)$ obeys certain regularity conditions. The tangent vector is then identified with $\mathbf{R}^{\prime} \equiv d \mathbf{R} /$ $d x=\mathbf{R}_{x}$ at the point $0^{\prime}$. From the definition of arc length $s(x)$ of a curve from a fixed point $x_{0}$ to a variable point $x$ we have

$$
\begin{equation*}
s(x)=\int_{x_{0}}^{x}\left[\mathbf{R}^{\prime}(x) \cdot \mathbf{R}^{\prime}(x)\right]^{1 / 2} d x \tag{4}
\end{equation*}
$$

and so

$$
\begin{equation*}
\frac{d s(x)}{d x}=\left|\mathbf{R}^{\prime}(x)\right| \tag{5}
\end{equation*}
$$

Then it is clear that if we parametrize the curve with the arc length itself (which we hereafter identify with $x$ itself) the tangent vector $\mathbf{R}^{\prime}$ becomes a unit vector,

$$
\begin{equation*}
\mathbf{R}^{\prime}(x)=\mathbf{e}_{1}(x) . \tag{6}
\end{equation*}
$$

Now defining the total curvature as the rate of change of the direction of the tangent vector with respect to a fixed direction as $\mathbf{R}(x)$ moves along the arc,

$$
\begin{equation*}
\kappa_{T}=\int_{x_{0}}^{x_{1}}\left[\mathbf{R}^{\prime \prime} \cdot \mathbf{R}^{\prime \prime}\right]^{1 / 2} d x, \tag{7}
\end{equation*}
$$

the concept of curvature at each point $x$ is introduced as

$$
\begin{equation*}
\kappa(x)=\left|\mathbf{R}^{\prime \prime}\right|=\left|\mathbf{e}_{1}^{\prime}\right| . \tag{8}
\end{equation*}
$$

As $\mathbf{e}_{1}^{\prime} \cdot \mathbf{e}_{1}=0$, a second unit normal called the principal normal is chosen such that

$$
\begin{equation*}
\mathbf{e}_{1}^{\prime}=\kappa \mathbf{e}_{2} \quad(\kappa>0) \tag{9}
\end{equation*}
$$

Then the right-handed unit orthogonal trihedran can be completed by defining the third unit vector called the binormal by

$$
\begin{equation*}
e_{3}=e_{1} \times e_{2} . \tag{10}
\end{equation*}
$$

Our description could now be completed by introducing the concept of torsion. From the definition of total torsion, which is the rate of change of direction of $e_{3}$ with respect to a fixed direction as $\mathbf{R}$ moves,

$$
\begin{equation*}
\tau_{T}=\int_{x_{1}}^{x_{1}}\left[\mathbf{e}_{3}^{\prime} \cdot \mathbf{e}_{3}^{\prime}\right]^{1 / 2} d x \tag{11}
\end{equation*}
$$

the torsion at any point $x$ is given by

$$
\begin{equation*}
\tau(x)=\left|\mathbf{e}_{3}^{\prime}\right| . \tag{12}
\end{equation*}
$$

From the relation $\mathbf{e}_{3}^{\prime} \cdot \mathbf{e}_{3}=0, \mathbf{e}_{3}^{\prime} \cdot \mathbf{e}_{1}=0$ it then follows that

$$
\begin{equation*}
\mathbf{e}_{3}^{\prime}= \pm \tau \mathbf{e}_{2} \tag{13}
\end{equation*}
$$

We choose the - sign for convenience. Since any other vector can be expressed in terms of $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}$, we have

$$
\begin{equation*}
\mathbf{e}_{2}^{\prime}=a \mathbf{e}_{1}+b \mathbf{e}_{2}+c \mathbf{e}_{3} \tag{14}
\end{equation*}
$$

and from the orthonormality relations we find $a=-\kappa$, $b=0, c=\tau$. Thus we have finally the system of three equations known as the Serret-Frenet equations,

$$
\left[\begin{array}{l}
\mathbf{e}_{1}^{\prime}  \tag{15a}\\
\mathbf{e}_{2}^{\prime} \\
\mathbf{e}_{3}^{\prime}
\end{array}\right]=\left[\begin{array}{rrr}
0 & \kappa & 0 \\
-\kappa & 0 & \tau \\
0 & -\tau & 0
\end{array}\right] \cdot\left[\begin{array}{l}
\mathbf{e}_{1} \\
\mathbf{e}_{2} \\
\mathbf{e}_{3}
\end{array}\right] .
$$

or briefly, in matrix form

$$
\begin{equation*}
\underline{\mathbf{e}}^{\prime}=\mathrm{F}(\kappa, \tau) \underline{\mathbf{e}}, \quad \underline{\mathbf{e}}^{T}=\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right), \tag{15b}
\end{equation*}
$$

which forms the basis of the theory of space curves. The space curve is then defined uniquely within congruence, i.e., within rigid motions.

## B. Rigid body dynamics

It is well known that a rigid body can be thought of as consisting of a moving orthogonal trihedral of unit vectors fixed to it (Fig. 1b). A complete description of the motion of the body can then be obtained from a discussion of the mo-
tion of the trihedral fixed to it. When the trihedral moves, let the origin 0 ' of it be displaced in time $t$ (with respect to a fixed coordinate system of origin 0 ) as per

$$
\begin{equation*}
\frac{d \mathbf{R}}{d t} \equiv \mathbf{R}_{t}=\alpha \mathbf{e}_{1}+\beta \mathbf{e}_{2}+\gamma \mathbf{e}_{3} . \tag{16}
\end{equation*}
$$

Here $\alpha, \beta$, and $\gamma$ are specified functions. If now $\mathbf{P}$ is assumed to be a vector from $0^{\prime}$ to any point fixed in the body, then the position $\mathbf{Q}$ of this point with respect to the fixed system of coordinates at origin 0 is given by

$$
\begin{equation*}
\mathbf{Q}=\mathbf{R}+\mathbf{P} \tag{17}
\end{equation*}
$$

Then the velocity of the point $\mathbf{Q}$ is

$$
\begin{equation*}
\mathbf{Q}_{t}=\mathbf{R}_{t}+\mathbf{P}_{t} \tag{18}
\end{equation*}
$$

where $\mathbf{R}_{t}$ is as given in Eq. (16). Thus the velocity of $\mathbf{Q}$ is the vector sum of the velocity of the origin $0^{\prime}$ with respect to 0 and the velocity of $\mathbf{Q}$ if 0 were to coincide with $0^{\prime}$ and the rigid body simply rotated about it with an angular velocity $\omega$ independent of the position of $\mathbf{P}$;

$$
\begin{equation*}
\mathbf{P}_{t}=\omega \times \mathbf{P} \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\omega}=\omega_{1} \mathbf{e}_{1}+\omega_{2} \mathbf{e}_{2}+\omega_{3} \mathbf{e}_{3} \tag{20}
\end{equation*}
$$

Since the vector $\mathbf{P}$ is quite arbitrary, this includes also $\mathbf{e}_{1}, \mathbf{e}_{2}$, $\mathbf{e}_{3}$. Thus we have for the time variation of the trihedral

$$
\begin{equation*}
\mathbf{e}_{i t}=\omega \times \mathbf{e}_{i} \quad(i=1,2,3) \tag{21}
\end{equation*}
$$

or

$$
\left[\begin{array}{l}
\mathbf{e}_{1 t}  \tag{22}\\
\mathbf{e}_{2 t} \\
\mathbf{e}_{3 t}
\end{array}\right]=\left[\begin{array}{rrr}
0 & \omega_{3} & -\omega_{2} \\
-\omega_{3} & 0 & \omega_{1} \\
\omega_{2} & -\omega_{1} & 0
\end{array}\right]\left[\begin{array}{l}
\mathbf{e}_{1} \\
\mathbf{e}_{2} \\
\mathbf{e}_{3}
\end{array}\right] .
$$

In matrix form we write this as

$$
\begin{equation*}
\mathbf{e}_{t}=\mathrm{G}\left(\omega_{j}\right) \mathbf{e}, \quad \underline{\mathbf{e}}^{T}=\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right) \tag{23}
\end{equation*}
$$

Further, we could introduce the quantities

$$
\begin{equation*}
\mathrm{e}_{i}=\sum_{j=1}^{3} \mathbf{e}_{i j} \mathrm{X}_{j} \quad(i, j=1,2,3) \tag{24}
\end{equation*}
$$

where $X_{1}, X_{2}, X_{3}$ are the ( $3 \times 3$ ) matrix representations of the infinitesimal generators of the rotation group $\mathrm{SO}(3)$ obeying the commutation relations

$$
\begin{equation*}
\left[\mathrm{X}_{i}, \mathrm{X}_{j}\right]=-\epsilon_{i j k} \mathrm{X}_{k} \quad(i, j, k=1,2,3) \tag{25}
\end{equation*}
$$

Then Eq. (21) could be rewritten as

$$
\begin{equation*}
\mathrm{e}_{i t}=\left[\mathrm{e}_{i}, \mathrm{G}\left(\omega_{j}\right)\right], \tag{26}
\end{equation*}
$$

where the $\mathrm{G}\left(\omega_{j}\right)$ of Eq. (23) could be expressed as
$\mathrm{G}\left(\omega_{j}\right)=\omega_{1} \mathrm{X}_{1}+\omega_{2} \mathrm{X}_{2}+\omega_{3} \mathrm{X}_{3}$.

## 3. MOTION OF RIGID BODY ALONG A HELICAL SPACE CURVE AND THE NONLINEAR EVOLUTION EQUATIONS

Now we assume that the helical space curve corresponds to say, a nonlinear string of constant length attached to flexible supports. The arbitrary trihedral at the point $\mathbf{R}(x)$ could now be replaced by an arbitrary rigid body, in lieu of the properties quoted in Sec. 2 B . When the body is set in motion, the string will also move as the body is constrained to the string. Accordingly we assume hereafter $\mathbf{R}=\mathbf{R}(x, t)$ and $\mathbf{e}_{t}(x, t)$ with $x$, the arc length denoting the position of the
body along the string. Similarly the other quantities specifying the system are also functions of both $x$ and $t$, i.e., $\omega_{i}(x, t)$, $\alpha(x, t), \beta(x, t)$, and $\gamma(x, t)$.

The compatibility of the motion of the string and the body may be expressed with reference to the points $\mathbf{Q}$ of the body (vide Sec. 2 B),

$$
\begin{equation*}
\mathbf{Q}_{x t}=\mathbf{Q}_{t x^{*}} \tag{28}
\end{equation*}
$$

Since $\mathbf{Q}=\mathbf{P}+\mathbf{R}$, we have two separate conditions

$$
\begin{equation*}
\mathbf{P}_{x t}=\mathbf{P}_{t x \rightarrow} \rightarrow \mathbf{e}_{i x t}=\mathbf{e}_{i t x} \quad(i=1,2,3) \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{R}_{x t}=\mathbf{R}_{t x} \tag{30}
\end{equation*}
$$

Substituting now the Serret-Frenet equations (15) and the rigid body equations (22) in the above, the following six equations for the eight unknowns $\kappa, \tau, \omega_{1}, \omega_{2}, \omega_{3}, \alpha, \beta$, and $\gamma$ result:

$$
\begin{equation*}
\mathrm{F}_{t}-\mathrm{G}_{x}+\mathrm{FG}-\mathrm{GF}=0 \tag{31a}
\end{equation*}
$$

or

$$
\begin{equation*}
\kappa_{t}=\omega_{3 x}-\tau \omega_{2}, \quad \tau_{t}=\omega_{1 x}+\kappa \omega_{1}, \quad \omega_{2 x}=\kappa \omega_{1}-\tau \omega_{2} \tag{31b}
\end{equation*}
$$

and

$$
\left[\begin{array}{l}
\alpha_{x}  \tag{32}\\
\beta_{x} \\
\gamma_{x}
\end{array}\right]=\left[\begin{array}{rrr}
0 & \kappa & 0 \\
-\kappa & 0 & \tau \\
0 & -\tau & 0
\end{array}\right] \cdot\left[\begin{array}{l}
\alpha \\
\beta \\
\gamma
\end{array}\right]+\left[\begin{array}{r}
0 \\
-\omega_{3} \\
-\omega_{2}
\end{array}\right]
$$

Solving for Eqs. (31) and substituting them in (32), $\alpha, \beta$, and $\gamma$ may be obtained. The above six equations (31) and (32) can be shown to be equivalent to the ones that were obtained by Lamb ${ }^{7}$ for the motion of helical curves and by Corones for the integrability of pseudopotentials. ${ }^{9 b}$ These set of equations are also essentially equivalent to the ones that were obtained by Broer ${ }^{14}$ describing the dynamics of a string of constant length through a variational principle involving stress and strain of the string.

The system of equations (31) and (32) forms an incomplete set. So one can choose the $\omega_{i}$ 's in terms of $\kappa$ and $\tau$ appropriately to obtain a complete set of partial differential equaitons. This essentially means restricting the geometrical shape of the curve to certain specified forms. For example, with the specification
$r=-q^{*}, \quad \zeta=-\tau_{0} / 2=$ constant,
$q=-(\kappa / 2) \exp \left[-i \int\left(\tau-\tau_{0}\right) d x\right]$,
and
$A=-(i / 2)\left[\omega_{1}-\int^{x}\left(\tau-\tau_{0}\right)_{t} d x\right]$,
$B=-C^{*}=-\frac{1}{2}\left(\omega_{3}+i \omega_{2}\right) \exp \left(-i \int\left(\tau-\tau_{0}\right) d x\right)$
the AKNS system (1) is obtained.
In order to see these aspects more clearly, we can rewrite the scalar components of the Serret-Frenet equations (15) and the rigid body equations (22) in terms of the Dar-
boux vector
$z_{l}=\frac{e_{2 l}+i e_{3 l}}{\left(1-e_{1 l}\right)}, \quad e_{1 l}^{2}+e_{2 l}^{2}+e_{3 l}^{2}=1 \quad(l=1,2,3)$.
One obtains the following set of Riccati equations in place of (15) and (22):
$z_{l x}=-i \tau z_{l}+(\kappa / 2)\left(z_{l}^{2}+1\right)$,
$z_{l t}=-i \omega_{1} z_{l}+\frac{1}{2}\left(\omega_{3}+i \omega_{2}\right) z_{l}^{2}+\frac{1}{2}\left(\omega_{3}-i \omega_{2}\right)$.
[Similar sets of equations are obtained for the cyclic combinations

$$
\hat{z}_{l}=\frac{e_{3 l}+i e_{1 l}}{1-e_{2 l}}, \quad \tilde{z}_{l}=\frac{e_{1 l}+i e_{2 l}}{1-e_{3 l}}
$$

the consequences of which are the same as with (35) and (36) and so we do not discuss them here.] With the substitution

$$
\begin{equation*}
z_{l}=\tilde{v}_{2} / \tilde{v}_{1} \tag{37}
\end{equation*}
$$

a particular solution of the system (35) and (36) is

$$
\begin{align*}
& \tilde{v}_{1 x}=\frac{i}{2} \tau \tilde{v}_{1}-\frac{\kappa}{2} \tilde{v}_{2}  \tag{38a}\\
& \tilde{v}_{2 x}=\frac{\kappa}{2} \tilde{v}_{1}-\frac{i}{2} \tau \tilde{v}_{2} \tag{38b}
\end{align*}
$$

and

$$
\begin{align*}
& \tilde{v}_{1 t}=\frac{1}{2} i \omega_{1} \tilde{v}_{1}-\frac{1}{2}\left(\omega_{3}+i \omega_{2}\right) \tilde{v}_{2}  \tag{39a}\\
& \tilde{v}_{2 t}=\frac{1}{2}\left(\omega_{3}-i \omega_{2}\right) \tilde{v}_{1}-\frac{1}{2} \omega_{1} \cdot \tilde{v}_{2} . \tag{39b}
\end{align*}
$$

By making the substitution

$$
\begin{align*}
& \tilde{v}_{1}=v_{1} \exp \left[\frac{i}{2} \int\left(\tau-\tau_{0}\right) \cdot d x\right]  \tag{40a}\\
& \tilde{v}_{2}=v_{2} \exp \left[-\frac{i}{2} \int\left(\tau-\tau_{0}\right) \cdot d x\right] \tag{40b}
\end{align*}
$$

it is clear that the identification (33) results in the AKNS system (1) and so also for the eigenvalue problem (2) and (3).

Finally the problem of determining the quantities $\alpha, \beta$, and $\gamma$ from Eq. (32) is facilitated by the fact that the homogeneous part of the set of ordinary linear differential Eqs. (32) is identical to the scalar component form of the SerretFrenet Eqs. (15). Denoting

$$
\begin{equation*}
\Gamma=(\alpha, \beta, \gamma)^{T} \text { and } \Delta=\left(0,-\omega_{3},-\omega_{2}\right)^{T} \tag{41a}
\end{equation*}
$$

the solution to Eq. (32) which is

$$
\begin{equation*}
\Gamma_{x}=\mathrm{F} \Gamma+\Delta \tag{41b}
\end{equation*}
$$

is given by (see Ref. 7)

$$
\begin{equation*}
\Gamma=\mathrm{E}\left[\mathrm{C}+\int_{-\infty}^{x} d x^{\prime} \mathrm{E}{ }^{-1}\left(x^{\prime}\right) \Delta\left(x^{\prime}\right)\right] \tag{42}
\end{equation*}
$$

where $C$ is a constant matrix and $E$ is the solution of the homogeneous part i.e.,

$$
\begin{equation*}
\mathrm{E}_{x}=\mathrm{FE} \tag{43}
\end{equation*}
$$

analogous to the scalar form of Eqs. (15). Thus for E, a $(3 \times 3)$ matrix could be constructed by knowing the solution of the Serret-Frenet vectors. To solve for these vectors $e_{i j}$, we can use the fact that in all the soliton possessing evolution equations, Bäcklund transformations connecting two different solutions through the solution of the Riccati equation can be constructed. ${ }^{16}$ For example, in the case of the nonlin-
ear Schrödinger equation ${ }^{\text {s.16 }}$

$$
\begin{equation*}
i q_{t}+q_{x x}+2|q|^{2} q=0 \tag{44a}
\end{equation*}
$$

two solutions $q$ and $q^{\prime}$ [see Eqs. (33)] are related by
$q^{\prime}-q=\left(\tau_{0}+\tau_{0}^{*}\right) \cdot z_{i} /\left(\left|z_{l}\right|^{2}-1\right) \cdot \exp \left[-i \int\left(\tau-\tau_{0}\right) d x\right]$.

Similar results for all the other equations can be found in Ref. 16. Thus knowing $q^{\prime}$ and $q, z_{l}$ can be constructed. Then it is a known result in differential geometry ${ }^{7,17}$ that for a given particular solution of $z_{l}$ and curvature $\kappa$ and torsion $\tau$, the curve may be referred to a rectangular coordinate system. Similar results for $\hat{z}_{l}$ and $\tilde{z}_{l}$ [discussed under Eq. (36)] hold. With these results the matrix $E$ is constructed and hence the solution (42). Thus the complete dynamics of the string and rigid body can be determined.

Another way of solving the equation of motion for the vectors $\mathbf{e}_{i}$, is to put the time variation of these vectors as given by Eqs. (22) or (26) into the inverse scattering formalism.
Note that they are already in the form of Lax's equation as discussed by Hermann ${ }^{10}$ in connection with his MoyalBracket construction. ${ }^{10}$ We illustrate the case of the nonlinear Schrödinger equation (44a) in the following:

Equation (44a) corresponds to the situation in which the angular velocity vector is of the form ${ }^{18}$

$$
\begin{equation*}
\omega_{1}=\left(\kappa_{x x} / \kappa-\tau^{2}\right), \quad \omega_{2}=-\kappa_{x}, \quad \omega_{3}=-\kappa \tau \tag{45}
\end{equation*}
$$

Considering Eq. (21) for $i=1$,

$$
\begin{equation*}
\mathbf{e}_{1,}=\omega \times \mathbf{e}_{1}=-\mathbf{e}_{1}^{\prime \prime} / 2 \times \mathbf{e}_{1} \tag{46a}
\end{equation*}
$$

as noted in Sec. 2 B, Eq. (26), could be put in the matrix form

$$
\begin{equation*}
\mathrm{e}_{1, t}=\left[\mathrm{e}_{1}, \omega\right] \tag{46b}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathrm{e}_{1}^{2}=1, \quad \mathrm{e}_{1}{ }^{+}=-\mathrm{e}_{1}, \quad \operatorname{tre}_{1}=0, \quad \omega=-\mathrm{e}_{1 \times x} / 2 \tag{46c}
\end{equation*}
$$

Now defining the operators

$$
\begin{align*}
& L=e_{1} \frac{\partial}{\partial x}  \tag{47a}\\
& B=a \frac{\partial}{\partial x}+b \frac{\partial^{2}}{\partial x^{2}} \tag{47b}
\end{align*}
$$

we form the Lax's operator equation

$$
\begin{equation*}
\frac{\partial \mathrm{L}}{\partial t}=[\mathrm{L}, \mathrm{~B}] \tag{47c}
\end{equation*}
$$

This results in the following condition for the unknown matrix coefficients $a$ and $b$ :

$$
\begin{align*}
& \mathrm{b}=\mathrm{e}_{1} b \mathrm{e}_{1}  \tag{48a}\\
& \mathrm{a}+\mathrm{b}_{x}=\mathrm{e}_{1} a \mathrm{e}_{1}+2 \mathrm{e}_{1} b \mathrm{e}_{1 x}  \tag{48b}\\
& \mathrm{a}_{x}-\omega=\mathrm{e}_{1} a \mathrm{e}_{1 x}+\mathrm{e}_{1} \mathrm{be}_{1 x x}-\mathrm{e}_{1} \omega \mathrm{e}_{1} \tag{48c}
\end{align*}
$$

A solution of the set (48) is

$$
\begin{equation*}
\mathrm{a}=\mathrm{e}_{1 x}, \quad \mathrm{~b}=2 \mathrm{e}_{1} \tag{49}
\end{equation*}
$$

Thus (47) is in the form amenable to solution through IST. A similar equation occurs for the spin vector of the continuum Heisenberg ferromagnet system whose initial value problem has been solved recently by Takhtajan. ${ }^{19}$ Ear-
lier we had identified ${ }^{18 a}$ this with the nonlinear Schrödinger equation. Once $\mathbf{e}_{1}$ is known, $\mathbf{e}_{2}$ and $\mathbf{e}_{3}$ can be determined with a knowledge of the curvature and torsion, the latter two quantities being given in terms of the solution of the nonlinear Schrödinger equation.

## 4. PROLONGATION STRUCTURE, CONNECTION FORMS, AND FIBRE BUNDLES

We proceed to show how the above results may be related to the abstract concepts of Wahlquist and Estabrook' and Hermann ${ }^{6}$ such as pseudopotentials, prolongation structures and connection forms of certain fibre bundle structures. This enables one to give a simple geometrical and physical meaning of these quantities.

Firstly, we note that Eqs. (15) and (22) of the space curves and rigid body may be rewritten in the suggestive form:

$$
\begin{equation*}
\mathrm{y}_{x}=\mathrm{F}(\kappa, \tau) \mathrm{y} \equiv\left(\tau \mathrm{X}_{1}+0 \cdot \mathrm{X}_{2}+\kappa \mathrm{X}_{3}\right) \mathrm{y} \tag{50}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{y}_{t}=\mathrm{G}\left(\omega_{j}\right) \mathrm{y} \equiv\left(\omega_{1} \mathrm{X}_{1}+\omega_{2} \mathrm{X}_{2}+\omega_{3} \mathrm{X}_{3}\right) \mathrm{y} \tag{51}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{y}=\left(\mathbf{e}_{1}, \mathrm{e}_{2}, \mathrm{e}_{3}\right)^{T} \tag{52}
\end{equation*}
$$

and the matrices $X_{1}, X_{2}, X_{3}$ are the $\mathrm{SO}(3)$ generators as discussed in Sec. 2 BEq . (25). In the language of exterior differential forms ${ }^{5,20}$ system (50)-(51) may be equivalently written as the Pfaffian 1-form

$$
\begin{equation*}
\Omega=\mathrm{d} \mathbf{y}-\mathrm{Fy} d x-\mathrm{Gy} d t \tag{53}
\end{equation*}
$$

Then the 2-form

$$
\begin{align*}
d \Omega & =\left[\left(\mathrm{F}_{t} \mathrm{y}-\mathrm{Fy}_{t}\right)-\left(\mathrm{G}_{x} \mathrm{y}-\mathrm{Gy}_{x}\right)\right] d x \wedge d t \\
& =\left\{\left(\mathrm{F}_{t}-\mathrm{G}_{x}-[\mathrm{F}, \mathrm{G}]\right\} \mathrm{y} d x \wedge d t=0\right. \tag{54}
\end{align*}
$$

in view of Eqs. (31a) and (50) and (51). However Eq. (31a) itself could be written in the one-differential form

$$
\begin{equation*}
\Omega_{0}=\mathrm{F} d x-\left[\mathrm{G}-\int[\mathrm{F}, \mathrm{G}] d x\right] d t \tag{55}
\end{equation*}
$$

To this, an exact 1-differential $d y$ may always be adjoined, i.e., the original $\Omega_{0}$ given by ( 55 ) may be prolonged to a new

$$
\begin{equation*}
\Omega_{0}=d y+\mathrm{F} d x-\left[\mathrm{G}-\int[\mathrm{F}, \mathrm{G}] d x\right] d t \tag{56}
\end{equation*}
$$

without disturbing the original set of Eqs. (31a). This is simply due to the identity $d(d y)=0$. Note the underlying $\mathrm{SO}(3)$ structure of the matrices $F$ and $G$ in $\Omega_{0}$.

Now the structure $\Omega$ as given by Eq. (53) can be considered as a further prolongation of the new $\Omega_{0}$ as given by Eq. (56), in which the linear pseudopotential $y$ is brought into the second and third coefficients on the right-hand side of (53). The nomenclature pseudopotential ${ }^{5}$ is due to the fact that it cannot be now expressed as a simple quadrature. We also note that the underlying SO(3) Lie algebraic structure is still maintained. All these facts are exactly included in the phenomena discussed by Wahlquist and Estabrook (See Ref. 5. Secs. 2-4). In their procedure one searches for a suitable $F$ and $G$ having these properties. Here they follow in a natural way for the particular set of equations under consideration.

Similarly the set of Eqs. (38) and (39) for $\tilde{\mathrm{V}}$, where $\tilde{\mathbf{v}}^{T}$ $=\left(\tilde{v}_{1}, \tilde{v}_{2}\right)$ can be written in the form

$$
\begin{align*}
& \tilde{\mathrm{v}}_{x}=\widetilde{\mathrm{F}} \tilde{\mathrm{~V}} \equiv\left(\tau \widetilde{\mathrm{X}}_{1}+0 \cdot \widetilde{\mathrm{X}}_{2}+\kappa \widetilde{\mathrm{X}}_{3}\right) \tilde{\mathrm{V}}  \tag{57a}\\
& \tilde{\mathrm{v}}_{t}=\widetilde{\mathrm{G}} \tilde{\mathrm{~V}} \equiv\left(\omega_{1} \widetilde{\mathrm{X}}_{1}+\omega_{2} \widetilde{\mathrm{X}}_{2}+\omega_{3} \widetilde{\mathrm{X}}_{3}\right) \tilde{\mathrm{V}} \tag{57b}
\end{align*}
$$

where now the $(2 \times 2)$ matrices $\widetilde{X}_{1}, \widetilde{X}_{2}, \widetilde{X}_{3}$ are the generators of the $\mathrm{SU}(2)$ group [homomorphic to $\mathrm{SO}(3)$ ]. The linear pseudopotential $\tilde{v}$ is obtained from $y$ through a nonlinear coordinate transformation preserving the Lie algebraic structure and hence the content of the theory remains unchanged. A further one-parameter group of transformation (40) results in the eigenvalue problem (2) and (3).

Finally the set of Riccati equations (35) and (36) may be written as

$$
\begin{align*}
z_{l x} & =\hat{F}\left(\kappa, \tau, z_{l}\right) z_{l}=\left[-i \tau X_{0}+\frac{\kappa}{2} X_{1}-\frac{\kappa}{2} X_{-1}\right] z_{l}  \tag{58a}\\
z_{l t} & =\hat{G}\left(\omega_{j}, z_{l}\right) z_{l} \\
& =\left[-i \omega_{1} X_{0}+\frac{1}{2}\left(\omega_{3}+i \omega_{2}\right) X_{1}-\frac{1}{2}\left(\omega_{3}-i \omega_{2}\right) X_{-1}\right] z_{l} \tag{58b}
\end{align*}
$$

Here the vectors

$$
\begin{equation*}
X_{0}=z_{l} \frac{\partial}{\partial z_{l}}, \quad X_{1}=z_{l}^{2} \frac{\partial}{\partial z_{l}}, \quad X_{-1}=\frac{-\partial}{\partial z_{l}} \tag{59}
\end{equation*}
$$

are the generators of the $\operatorname{SL}(2, R)$ algebra [which is again homomorphic to $\mathrm{SO}(3)$ and $\mathrm{SU}(2)$ ] satisfying the relations

$$
\begin{equation*}
\left[X_{0}, X_{1}\right]=X_{1}, \quad\left[X_{0}, X_{-1}\right]=-X_{-1}, \quad\left[X_{1}, X_{-1}\right]=2 X_{0} \tag{60}
\end{equation*}
$$

The $z_{l}$ 's are undoubtedly another equivalent class of pseudopotnetials as they were obtained through a coordinate transformation from the $e_{i l}$ 's. The prolongation structure associated with the quadratic pseudopotential $z_{l}$ is then

$$
\begin{align*}
\Omega_{l}= & d z_{l}+\left[\left(-\frac{\kappa}{2}+i \tau z_{l}-\frac{\kappa}{2} z_{l}^{2}\right)\right] d x \\
& +\left[\frac{1}{2}\left(\omega_{3}-i \omega_{2}\right)+i \omega_{1} z_{l}-\frac{1}{2}\left(\omega_{3}+i \omega_{2}\right) z_{l}^{2}\right] d t \tag{61}
\end{align*}
$$

These results then naturally lead to an identification of the basic fiber bundle structure involved. This can be best illustrated in conjunction with the results of Eqs. (58)-(61). A quadratic connection

$$
\begin{equation*}
\widetilde{\omega}=\widetilde{\omega}_{0}+\widetilde{\omega}_{1} z_{l}+\widetilde{\omega}_{2} z_{l}^{2} \tag{62}
\end{equation*}
$$

may be defined, where

$$
\begin{align*}
& \widetilde{\omega}_{0}=\frac{\kappa}{2} d x+\frac{1}{2}\left(\omega_{3}-i \omega_{2}\right) d t  \tag{63a}\\
& \widetilde{\omega}_{1}=-i \tau d x-i \omega_{1} d t  \tag{63b}\\
& \widetilde{\omega}_{2}=\frac{\kappa}{2} d x+\frac{1}{2}\left(\omega_{3}+i \omega_{2}\right) d t \tag{63c}
\end{align*}
$$

This induces the curvature forms

$$
\begin{align*}
& \theta_{1}=d \widetilde{\omega}_{1}+2 \widetilde{\omega}_{0} \wedge \widetilde{\omega}_{2}  \tag{64a}\\
& \theta_{2}=d \widetilde{\omega}_{2}+\widetilde{\omega}_{1} \wedge \widetilde{\omega}_{2}  \tag{64b}\\
& \theta_{3}=d \widetilde{\omega}_{0}+\widetilde{\omega}_{0} \wedge \widetilde{\omega}_{1} \tag{64c}
\end{align*}
$$

having the basic $\operatorname{SL}(2, R)$ structure (60). One verifies that sectioning the forms, $\theta_{i}=0(i=1,2,3)$ leads to the original evolution equations (31a), by substituting (63) in (64).


FIG. 2. Schematic drawing of the fiber bundle having the $\operatorname{SL}(2, R)$ group structure. $Y_{u}$ is the fiber over $u=(x, t)$ and $\phi_{1, u}$ and $\phi_{2, u}$ are the homeomorphisms from $Y_{u}$ onto the typical fiber $Y$ with $\phi_{1, u} \cdot \phi_{2, u}^{-1}$ defining the $\operatorname{SL}(2, R)$ structure.

The underlying fiber bundle structure $E$ is now apparent. It is the differential manifold having the collection of following objects:
(a) The base space $B$, covered by the family of coordinate neighborhoods $\left\{x, t, \kappa, \tau, \omega_{i}\right\} ;$
(b) The one-dimensional space of $z_{l}$, called the fiber $Y$;
(c) The bundle space $E$ which is locally the topological product of $B$ and $Y$, i.e., $E=B \times Y$;
(d) The mapping $\pi$ of $E$ onto $B$ equivalent to the original set of Eqs. (31a);
(e) The structural group $\operatorname{SL}(2, R)$ of the bundle that acts effectively and differentially on $Y$.

These facts are illustrated in Fig. 2.

## 5. DISCUSSION

Starting from an elementary consideration of the motion of an arbitrary rigid body constrained to a helical space curve and deriving the compatibility equations, we have obtained the class of nonlinear evolution equations solvable by the two-component inverse scattering phenomenology. The very nature of the phenomenon under consideration reveals the underlying group structures leading in a simple way to the associated concepts of pseudopotentials and prolongation structures. A natural fiber bundle structure also emerges thereby. It is thus possible to present a unified interpretation of this class of solitons possessing evolution equations through a mechanism, which is within the realm of an undergraduate laboratory experiment.
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#### Abstract

We give a generalization of a theorem concerning the change of basis for the matrix representation of unbounded operators defined in a scalar product space. We introduce for the proof a suitable structure which can be useful when one has to make operations with operators defined between different scalar product spaces.


## 1. INTRODUCTION

In a previous paper, ${ }^{1}$ one of us examined the problem of the matrix representation of the elements belonging to the *algebra $C_{D}$ of unbounded operators ${ }^{2}$ in a scalar product space $D$. It was proved that the problem is solvable in a way analogous to that used for the bounded operators in a Hilbert space $H$.

On discussing the problem of the change of basis, the additional hypothesis that the operator associated with it be an automorphism of $D$ was made. Only in this case, in fact, was it possible to know the nature of this operator and of the matrix associated with it. The given statement ${ }^{3}$ holds true, however, in general, as one can easily see by simple formal matrix manipulations. ${ }^{4}$

It is obvious that if $D$ is complete (Hilbert space) such a difficulty does not arise, because each operator associated with a change of basis in a Hilbert space is a unitary operator.

In this paper we prove that the mentioned theorem of change of basis can also be stated in the general case giving an exact meaning to all the operators and matrices; for this purpose we introduce some simple structures which can also be useful in similar cases and particularly when one has to deal with operators defined between different scalar product spaces and to make operations among them.

## 2. THE GENERAL THEOREM OF THE CHANGE OF BASIS

For an easier understanding of the text, we will recall some definitions and theorems given in a previous paper. ${ }^{5}$

Definition 1: Let $D$ be a scalar product space. We say that a linear operator $A$ defined on $D$ has an adjoint $A^{*}$ in $D$ whenever there exists a linear operator $A^{*}$ defined on $D$ such that

$$
\forall \varphi, \psi \in D \quad(A \varphi, \psi)=\left(\varphi, A^{*} \psi\right)
$$

We call $C_{D}$ the set of the linear operators that are defined on $D$ and have an adjoint in $D$.

Theorem 1: For any scalar product space $D, C_{D}$ (endowed with the natural operations) is a *-algebra of closed operators.

Theorem 2: In order that the operator $A$ belong to $C_{D}$ it is necessary and sufficient that the operator $A$ be continuous

[^7]in the weak topology $\sigma(D, D)$ determined in $D$ by the set of seminorms
$$
\{\varphi \rightarrow|(\varphi, \psi)| \quad \mid \psi \in D\}
$$

Let us introduce now the space $C_{D, D^{\prime}}$.
Definition 2: Let $D$ and $D^{\prime}$ be two scalar product spaces; we say that a linear operator $A$ from $D$ to $D^{\prime}$, defined everywhere in $D$, has an adjoint $A^{*}$ from $D^{\prime}$ to $D$, if there exists an operator $A^{*}$, defined everywhere in $D^{\prime}$, such that

$$
\forall \varphi \in D, \forall \varphi^{\prime} \in D^{\prime}, \quad\left(A \varphi, \varphi^{\prime}\right)=\left(\varphi, A^{*} \varphi^{\prime}\right)
$$

We call $C_{D, D}$, the set of all linear operators from $D$ into $D^{\prime}$ and which have an adjoint from $D^{\prime}$ into $D$.

It is easily seen that $C_{D, D^{\prime}}$, endowed with the natural operations is a linear space of closed operators and that the $\operatorname{map} A \in C_{D, D^{\prime}} \rightarrow A^{*} \in C_{D^{\prime}, D}$ provides an anti-isomorphism between the spaces $C_{D, D^{\prime}}$ and $C_{D^{\prime}, D}$. As an application of a known theorem ${ }^{6}$ we have

Theorem 3: In order that the operator $A$ belong to $C_{D, D^{\prime}}$ it is necessary and sufficient that the operator $A$ be continuous for the weak topologies $\sigma(D, D) \rightarrow \sigma\left(D^{\prime}, D^{\prime}\right)$.

We shall now discuss the problem of the matrix representation of the operators of $C_{D, D^{\prime}}$. We omit the proof of some theorems because they are analogous to those proved ${ }^{7}$ for $C_{D}$. In the sequel we assume that the scalar product spaces that we consider are separable.

Definition 3: Let $A$ be a linear operator from the scalar product space $D$ into the scalar product space $D^{\prime}$, let $\left(e_{v}\right)$ and ( $e_{v}^{\prime}$ ) be orthonormal bases, respectively, in $D$ and in $D^{\prime}$ and $M=\left(A_{\mu \nu}\right)$ an infinite matrix. We say that the matrix $M$ represents the operator $A$ with respect to the bases $\left(e_{v}\right)$ and $\left(e_{v}^{\prime}\right)$ if $\forall \varphi=\Sigma_{v=1}^{\infty} \xi_{v} e_{v} \in D$ for $\varphi^{\prime}=A \varphi$ with $\varphi^{\prime}=\Sigma_{v=1}^{\infty} \xi_{v}^{\prime} e_{v}^{\prime}$ $\in D^{\prime}$ we have

$$
\xi_{\mu}^{\prime}=\sum_{\nu=1}^{\infty} A_{\mu \nu} \xi_{v}
$$

Using the linearity and the continuity of the operator $A \in C_{D, D}$. stated in Theorem 3, the following proposition is easily proved.

Theorem 4: Every operator $A \in C_{D, D}$, admits a matrix representation with respect to any orthonormal basis $\left(e_{v}\right)$ in $D$ and any orthonormal basis ( $e_{\nu}^{\prime}$ ) in $D^{\prime}$. The matrix $\left(A_{\mu \nu}\right)$ is defined by the relations

$$
A_{\mu \nu}=\left(A e_{\nu}, e_{\mu}^{\prime}\right), \quad v, \mu=1,2, \cdots
$$

In this representation to the operator $A^{*} \in C_{D^{\prime}, D}$ we associate the matrix

$$
M^{*}=\left(A_{\mu v}^{*}\right) \quad \text { with } A_{\mu \nu}^{*}=\bar{A}_{v \mu}
$$

Theorem 5: Let $D$ and $D^{\prime}$ be two scalar product spaces, ( $e_{\nu}$ ) and ( $e_{v}^{\prime}$ ) orthonormal bases in $D$ and in $D^{\prime}$, respectively, $d$ and $d^{\prime}$ the linear manifolds of $l^{2}$ canonically isomorphic to $D$ and $D^{\prime}$ respectively. In order that the matrix $M=\left(A_{\mu v}\right)$ represent an operator $A \in C_{D, D^{\prime}}$ it is necessary and sufficient that
(a) if $\left(\xi_{\nu}\right)_{\nu \in \mathcal{Y}} \in d$, then $\left(\sum_{v=1}^{\infty} A_{\mu \nu} \xi_{v}\right)_{\mu \in \mathbb{N}} \in d^{\prime}$,
(b) if $\left(\xi_{\mu}^{\prime}\right)_{\mu \in \mathbb{N}} \in d^{\prime}$, then $\left(\sum_{\mu=1}^{\infty} \bar{A}_{\mu \nu} \xi_{\mu}^{\prime}\right)_{\nu \in \mathbb{N}} \in d$,
(c) if $\left(\xi_{v}\right)_{\nu \in \mathbb{Y}} \in d$, and $\left(\xi_{\mu}^{\prime}\right)_{\mu \in \mathbb{N}} \in d^{\prime}$, then

$$
\sum_{\mu=1}^{\infty} \sum_{v=1}^{\infty} \xi_{v} A_{\mu v} \bar{\xi}_{\mu}^{\prime}=\sum_{v=1}^{\infty} \sum_{\mu=1}^{\infty} \xi_{v} A_{\mu v} \bar{\xi}_{\mu}^{\prime}
$$

Besides, if we call $\mathscr{A}_{d, d}$, the set of matrices satisfying the conditions (a), (b), (c) and if we define the matrix operations as usual, $\mathscr{M}_{d, d^{\prime}}$ is a linear space and the map $A \in C_{D, D^{\prime}}$ $\rightarrow M(A) \in \mathscr{M}_{d, d^{\prime}}$ provides an isomorphism of $C_{D, D^{\prime}}$ onto $\mathscr{M}_{d, d}$.

In particular if $D=D^{\prime}$ and $\left(e_{v}\right)=\left(e_{v}^{\prime}\right)$, then $\mathscr{M}_{d, d^{\prime}}$ $=\mathscr{M}_{d}$ is a ${ }^{*}$-algebra and the isomorphism between $C_{D}$ and $\mathscr{M}_{d}$ is a ${ }^{*}$-isomorphism of ${ }^{*}$-algebras. ${ }^{8}$

Let us introduce a structure which allows us to prove some propositions in a very simple way.

If $D$ and $D^{\prime}$ are two scalar product spaces, we consider the scalar product space $D \oplus D^{\prime}$, direct sum of $D$ and $D^{\prime}$; operations and scalar product are defined in the usual way.

It is now possible to introduce the *-algebra $C_{D \oplus D^{\prime}}$ of linear operators in $D \oplus D^{\prime}$ which have an adjoint in $D \oplus D^{\prime}$. It is easily seen that every operator $A \in C_{D \oplus D^{\prime}}$ may be written as a matrix of the type

$$
A=\left(\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right)
$$

where $A_{11} \in C_{D}, A_{12} \in C_{D^{\prime}, D}, A_{21} \in C_{D, D^{\prime}}$, and $A_{22} \in C_{D^{\prime \prime}}$.
We remark that to an operator $A \in C_{D}$ we may associate an operator $\hat{A} \in C_{D \oplus D^{\prime}}$, such that $\hat{A} \mid D=A$, but the operator $\hat{A}$ is not uniquely determined; we choose the following extension

$$
\hat{A}=\left(\begin{array}{cc}
A & 0 \\
0 & 0
\end{array}\right) .
$$

In an analogous way we can associate an operator of $C_{D \boxplus D^{\prime}}$ to an operator of $C_{D, D^{\prime}}$, etc.

It is evident that these extensions provide an isomorphism of $C_{D}$ and $C_{D^{\prime}}$ onto two subalgebras of $C_{D \oplus D^{\prime}}$ and an isomorphism of $C_{D, D^{\prime}}$ and $C_{D^{\prime}, D}$ onto two subspaces of $C_{D \oplus D^{\prime}}$.

If $\left(e_{v}\right)$ is a basis in $D$ and ( $e_{v}^{\prime}$ ) is a basis in $D^{\prime}$, then the sequence $\left(e_{v} \oplus 0,0 \oplus e_{\mu}^{\prime}\right)_{v, \mu \in \mathbb{V}}$ is a basis for $D \oplus D^{\prime}$, hence if $d$ and $d^{\prime}$ are the linear manifolds of $l^{2}$ which are canonically isomorphic to $D$ and $D^{\prime}$, the matrix representation of the operators of $C_{D \oplus D^{\prime}}$, with respect to the basis $\left(e_{\nu} \oplus 0,0 \oplus e_{\mu}^{\prime}\right)_{\mu, \nu \in . \nu}$ provides a *-algebraic isomorphism of $C_{D \oplus D^{\prime}}$ onto $\mathscr{M}_{d \oplus d^{\prime}}$.

The introduction of the ${ }^{*}$-algebras $C_{D \oplus D^{\prime}}$ and $\mathscr{M}_{d \oplus d}$, allows us to "quietly" use the matrices and to make operations among them, because their nature is well determined; in fact, it is known that generally these operations must be made very carefully, for instance, the multiplication of infinite matrices can also be not associative.

Theorem 6: Let $A$ be an operator of $C_{D}$ and $B$ an operator of $C_{D, D^{\prime}}$; let $\mathscr{M}_{d}$ and $\mathscr{M}_{d, d}$, be the ${ }^{*}$-algebra and the linear space of matrices isomorphic, respectively, to $C_{D}$ and $C_{D, D}$ for the choice of the basis $\left(e_{v}\right)$ in $D$ and ( $e_{v}^{\prime}$ ) in $D^{\prime}$. Then the operator $B A$ belongs to $C_{D, D^{\prime}}$ and for the matrices $M(B)$, $M(A)$ and $M(B A)$ representing the operators $B, A$ and $B A$, respectively, in $\mathscr{M}_{d, d^{\prime}}, \mathscr{M}_{d}$ and $\mathscr{M}_{d, d^{\prime}}$ the following relation is valid:

$$
M(B A)=M(B) M(A)
$$

Analogously, if $A \in C_{D, D^{\prime}}$ and $B \in C_{D^{\prime}, D}$ then $A B \in C_{D^{\prime}}$ and
$M(A B)=M(A) M(B)$.
Proof: We remark only that the above relations are justified by the fact that $\mathscr{M}_{d}, \mathscr{M}_{d^{\prime}}$, and $\mathscr{M}_{d, d^{\prime}}$ are isomorphic respectively to subalgebras and to a subspace of the *-algebra $\mathscr{M}_{d \oplus d}$.

The definitions and theorems that we have given above supply a simple way to prove the theorem mentioned ${ }^{3}$ in the Introduction which we recall for the reader's convenience.

Theorem 7: Let $\left(e_{v}\right)$ and ( $e_{v}^{\prime}$ ) be two orthonormal bases in the scalar product space $D, M(A)$ and $M^{\prime}(A)$ the matrices representing any operator $A \in C_{D}$ with respect to the bases $\left(e_{\nu}\right)$ and ( $e_{v}^{\prime}$ ), respectively. Let $U$ be the operator associated with the change of basis, that is $U e_{v}=e_{v}^{\prime}$; if $U$ is an automorphism of $D$, then the following relation is valid

$$
M^{\prime}(A)=M\left(U^{-1}\right) M(A) M(U)
$$

where $(M(U))_{\mu \nu}=\left(U e_{\nu}, e_{\mu}\right)$.
The hypothesis that $U$ be an automorphism of $D$ was added because the space $D$ being not complete, the operator $U$ associated with the change of basis has not, generally, the whole space as domain. In other words, if we consider $D$ as a dense linear manifold of its norm completion $\hat{D}$, the linear manifold $D^{\prime}=U D$ is generally, different from $D$, but $D \cap D^{\prime}$ does not reduce only to $\{0\}$ [both the bases $\left(e_{v}\right)$ and $\left(e_{v}^{\prime}\right)$, in fact, belong to it]. Notice that if we call $d$ the linear manifold of $l^{2}$ canonically isomorphic to $D$ for the choice of the basis $\left(e_{v}\right), D^{\prime}$ contains all vectors of $\hat{D}$ of the type $\Sigma \lambda_{\nu} e_{v}^{\prime}$ with $\left(\lambda_{v}\right)_{i \in v} \in d$ and the map $\varphi=\Sigma_{v=1}^{\infty} \lambda_{v} e_{v} \rightarrow \varphi^{\prime}=\Sigma_{v=1}^{\infty} \lambda_{v} e_{v}^{\prime}$ provides an isomorphism between $D$ and $D^{\prime}$ and so the map $A \in C_{D} \rightarrow U A U^{-1} \in C_{D}$, provides an isomorphism between $C_{D}$ and $C_{D}$.

Here the operator $U$ is well identified as a unitary operator from $D$ to $D^{\prime}$ and one can also characterize the associated matrix.

Lemma 8: Let $D$ be a scalar product space, $\left(e_{\nu}\right)$ a basis in $D$. Let $U$ be the isometric operator in $D$ which changes the basis ( $e_{\nu}$ ) into the basis ( $e_{v}^{\prime}$ ) of $D$. If we call $D^{\prime}$ the space $U D$, then the operators $A \in C_{D}$ and $U A U^{-1} \in C_{D^{\prime}}$ are represented, the first with respect to the basis $\left(e_{v}\right)$ and the second with respect to the basis $\left(e_{v}^{\prime}\right)$ by the same matrix.

Proof: We indicate with $M^{\prime}$ the matrix which represents
an operator of $C_{D}$, with respect to the basis $\left(e_{v}^{\prime}\right)$ and with $M$ the matrix which represents an operator of $C_{D}$ with respect to the basis $\left(e_{v}\right)$. Because $A$ is an operator in $D$ and $U$ an operator from $D$ to $D^{\prime}$, the thesis of the theorem follows easily from the relations below:

$$
\begin{aligned}
\left(M^{\prime}\left(U A U^{-1}\right)\right)_{\mu \nu} & =\left(U A U^{-1} e_{\nu}^{\prime}, e_{\mu}^{\prime}\right)=\left(A U^{-1} e_{\nu}^{\prime}, U^{-1} e_{\mu}^{\prime}\right) \\
& =\left(A e_{v}, e_{\mu}\right)=(M(A))_{\mu \nu^{\prime}}
\end{aligned}
$$

We conclude now the discussion of the problem of the change of basis, giving the generalization of the above theorem to the case in which the operator associated with the change of basis is not necessarily an automorphism of $D$.

Theorem 9: Let ( $e_{\imath}$ ) and ( $e_{v}^{\prime}$ ) be two orthonormal bases in the scalar product space $D, M(A)$ and $M^{\prime}(A)$ the matrices representing any operator $A \in C_{D}$ with respect to the bases $\left(e_{\nu}\right)$ and ( $e_{v}^{\prime}$ ) respectively. Let $U$ be the operator associated with the change of basis, that is $U e_{v}=e_{v}^{\prime}$, then the following relation is valid:
$M^{\prime}(A)=M\left(U^{-1}\right) M(A) M(U)$,
where $(M(U))_{\mu \nu}=\left(U e_{\nu} e_{\mu}\right)$.
Proof: By Lemma 8 and Theorem 6
$M(A)=M\left(U A U^{-1}\right)=M^{\prime}(U) M^{\prime}(A) M^{\prime}\left(U^{-1}\right)$,
where

$$
\begin{aligned}
\left(M^{\prime}(U)\right)_{\mu \nu}= & \left(U e_{v}^{\prime}, e_{\mu}^{\prime}\right)=\left(U e_{v}, e_{\mu}\right)=(M(U))_{\mu v} \\
\left(M^{\prime}\left(U^{-1}\right)\right)_{\mu v} & =\left(U^{-1} e_{v}^{\prime}, e_{\mu}^{\prime}\right)=\left(U^{-1} e_{v}, e_{\mu}\right) \\
& =\left(M\left(U^{-1}\right)\right)_{\mu v}
\end{aligned}
$$

hence

$$
\begin{aligned}
M^{\prime}(A) & =M^{\prime}\left(U^{-1}\right) M(A) M^{\prime}(U) \\
& =M\left(U^{-1}\right) M(A) M(U)
\end{aligned}
$$
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# Transformation between the normal and antinormal expansions of boson operators 
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We show that the expansion coefficients for the normal and antinormal forms of a boson operator are related by a simple transform.

## 1. INTRODUCTION

Among all possible expansions of an analytic boson operator two forms are particularly useful-the normal and antinormal expansion. Thus, given an operator

$$
f\left(a, a^{\dagger}\right)=\sum c_{\ldots i j k l \ldots} a^{i} a^{\dagger j} a^{\dagger k} a^{l} \ldots,
$$

one can use the commutation relation $\left[a, a^{\dagger}\right]=1$ to bring all the creation operators to the left of the destruction operators. This results in the [unique] normal expansion

$$
\begin{equation*}
f=f^{(n)}\left(a, a^{\dagger}\right) \equiv \sum_{r, s} f_{r s}^{(n)} a^{\dagger r} a^{s} \tag{1}
\end{equation*}
$$

Similarly, one can obtain the (unique) antinormal expansion

$$
\begin{equation*}
f=f^{(a)}\left(a, a^{\dagger}\right) \equiv \sum_{r, s} f_{r s}^{(a)} a^{r} a^{\dagger s} \tag{2}
\end{equation*}
$$

The two forms arise naturally in the coherent state representation. ${ }^{1}$ Thus, the diagonal elements of $f$ in this representation are given by the normal form

$$
\begin{equation*}
\langle\alpha| f|\alpha\rangle=f^{(n)}\left(\alpha, \alpha^{*}\right) \tag{3}
\end{equation*}
$$

and its projection-operator expansion by the antinormal form

$$
\begin{equation*}
f=\int \frac{d^{2} \alpha}{\pi} f^{(a)}\left(\alpha, \alpha^{*}\right)|\alpha\rangle\langle\alpha| \tag{4}
\end{equation*}
$$

Again, the expectation value of $f$, in a state characterized by a density operator $\rho$, is given by ${ }^{2}$

$$
\begin{align*}
\langle f\rangle & =\operatorname{tr}(\rho f)=\int \frac{d^{2} \alpha}{\pi} \rho^{(\alpha)}\left(\alpha, \alpha^{*}\right) f^{(n)}\left(\alpha, \alpha^{*}\right) \\
& =\int \frac{d^{2} \alpha}{\pi} \rho^{(n)}\left(\alpha, \alpha^{*}\right) f^{(\alpha)}\left(\alpha, \alpha^{*}\right) \\
& =\int \frac{d^{2} \alpha}{\pi}\langle\alpha| \rho|\alpha\rangle f^{(\alpha)}\left(\alpha, \alpha^{*}\right) . \tag{5}
\end{align*}
$$

The last line expresses $\langle f\rangle$ in a classiclike form-a subject of a recent publication. ${ }^{3}$ Thus, according to Eqs. (2) and (5), to every analytic operator $f\left(a, a^{\dagger}\right)$ corresponds a unique "classical" function $f^{(a)}\left(\alpha, \alpha^{*}\right)$ the integral of which over phase space $(\operatorname{Re} \alpha, \operatorname{Im} \alpha)$ with a positive weight $\langle\alpha| \rho|\alpha\rangle$, gives the quantum expectation value $\langle f\rangle$.

Having motivated our interest in the normal and antin-
ormal forms of the boson operators, we shall now state our result ${ }^{3}$
$f_{!!m!}^{(n)}=[l!m!]^{-1} \sum_{k=0}^{\infty} f_{k+m, k+1}^{(a)}(k+l)!(k+m)!/ k!$,
$f_{l!m!}^{(a)}=[l!m!]^{-1} \sum_{k=0}^{\infty}(-1)^{k} f_{k+m, k+l}^{(n)}(k+l)!(k+m)!/ k!$.

Section 2 is devoted to the derivation of Eq. (6). The general problem of convergence is not discussed. We assume that all series involved converge, and that the order of summations may be changed at will. This is trivially true for every finite expansion. The series (6) may diverge but still be useful. For example, by embedding the operator $f$ in a one-parameter family of analytic operators $f(\lambda)$, we may evaluate the sum in Eq. (6) for $\lambda$ within the range of convergence. The appropriate form of $f$ is then deduced by the assumed analyticity. We shall encounter such an example in Sec. 3.

## 2. DERIVATION OF THE NORMALANTINORMAL TRANSFORM

Our starting point is the diagonal matrix element of Eq. (4), namely,

$$
\begin{equation*}
f^{(n)}\left(\beta, \beta^{*}\right)=\int \frac{d^{2} \alpha}{\pi} f^{(a)}\left(\alpha, \alpha^{*}\right) e^{-|\alpha-\beta|^{2}} \tag{7}
\end{equation*}
$$

Using the identity ${ }^{4}$

$$
\begin{equation*}
\int \frac{d^{2} \alpha}{\pi} \exp \left(-|\alpha|^{2}+\beta^{*} \alpha\right) \alpha^{r} g\left(\alpha^{*}\right)=\left(\frac{\partial}{\partial \beta^{*}}\right)^{r} g\left(\beta^{*}\right) \tag{8}
\end{equation*}
$$

valid for every analytic function $g(z)$, we can perform the integration in Eq. (7) to obtain

$$
\begin{align*}
& \sum_{r, s} f_{r s}^{(n)} \beta^{*} \beta^{s} \\
&=\sum_{r, s} f_{r s}^{(a)} \exp \left(-|\beta|^{2}\right)\left(\frac{\partial}{\partial \beta^{*}}\right)^{r}\left[\exp \left(\beta^{*} \beta\right) \beta^{* s}\right] \\
&=\sum_{r, s} f_{r s}^{(a)} \sum_{k=0}^{[r, s]}\binom{r}{k}\binom{s}{k} k!\beta^{(r-k)} \beta^{*(s-k)} \tag{9}
\end{align*}
$$

Here, $[r, s]=\min (r, s)$. Since the diagonal element $f^{(n)}\left(\beta, \beta^{*}\right)$ determines $f$ completely, we secure

$$
\begin{align*}
\sum_{r, s} f_{r s}^{(r)} a^{\dagger r} a^{s} & =\sum_{r, s} f_{r s}^{(a)} \sum_{k=0}^{[r, s]}\binom{r}{k}\binom{s}{k} k!a^{\dagger(s-k)} a^{(r-k)} \\
& =\sum_{r, s} f_{r s}^{(a)} a^{r} a^{\dagger s} \tag{10}
\end{align*}
$$

where the last equality follows from Eqs. (1) and (2). In particular, we have

$$
\begin{equation*}
a^{r} a^{\dagger s}=\sum_{k=0}^{[r, s]}\binom{r}{k}\binom{s}{k} k!a^{\dagger(s-k)} a^{(r-k)} \tag{11}
\end{equation*}
$$

Note that the validity of Eq. (11) depends solely on the commutation relation $\left[a, a^{\dagger}\right]=1$.

We would like to invert the last relation, that is, to expand the normal monomial in terms of the antinormal monomials. To this end, consider the operators

$$
\begin{equation*}
b=a^{\dagger}, \quad \hat{b}=-a . \tag{12}
\end{equation*}
$$

Substituting in Eq. (11), we have

$$
\begin{equation*}
(-1)^{\prime} \hat{b}^{r} b^{s}=\sum_{k=0}^{[r s]}\binom{r}{k}\binom{s}{k} k!b^{(s-k)} \hat{b}^{(r-k)}(-1)^{r-k} . \tag{13}
\end{equation*}
$$

Since $[b, \hat{b}]=1$ [and Eq. (13) is valid for any pair of operators satisfying the boson commutation relations], we secure ${ }^{5}$

$$
\begin{equation*}
a^{\dagger r} a^{s}=\sum_{k=0}^{|r, s|}(-1)^{k}\binom{r}{k}\binom{s}{k} k!a^{(s-k)} a^{\dagger(r-k)} \tag{14}
\end{equation*}
$$

We note in passing, that Eqs. (11) and (14) allow the calculation of the commutator $\left[a^{r}, a^{\dagger s}\right.$ ] and the anticommutator $\left\{a^{r}, a^{t s}\right\}$ recursively in terms of lower commutators and anticommutators.

Returning to Eq. (10), we shall rearrange the summations in the middle term as follows,

$$
\begin{equation*}
\sum_{r=0}^{\infty} \sum_{s=0}^{\infty} \sum_{=0}^{[r, s]} g(r, s, k)=\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \sum_{m=0}^{\infty} g(m+k, l+k, k) . \tag{15}
\end{equation*}
$$

Hence,

$$
\begin{align*}
& \sum_{l, m} f_{l m}^{(n)} a^{\dagger l} a^{m} \\
& \quad=\sum_{l, m}\left[\sum_{k} f_{m+k, l+k}^{(a)}\binom{m+k}{k}\binom{l+k}{k} k!\right] a^{\dagger l} a^{m} \tag{16}
\end{align*}
$$

Equating the coefficients of $a^{\dagger 1} a^{m}$ on both sides, we secure our first result, Eq. (6a). To obtain the second result, multiply Eq. (14) by $f_{r s}^{(n)}$ and sum over $r$ and $s$. Rearranging the resulting summations on the right-hand side as in Eq. (15), we find,

$$
\begin{align*}
& \sum_{r, s} f_{r s}^{(n)} a^{\dagger r} a^{s} \\
& \quad=\sum_{l, m}\left[\sum_{k}(-1)^{k} f_{m+k, l+k}^{(n)}\binom{m+k}{k}\binom{l+k}{k} k!\right] a^{l} a^{\nmid m} \\
& \quad=\sum_{l, m} f_{l m}^{(a)} a^{l} a^{\dagger m} . \tag{17}
\end{align*}
$$

Equation (6b) then follows from the last equality.

## 3. EXAMPLE

In order to illustrate our result, we shall work out the following example. The normal expansion of $e^{-\lambda a^{\prime} a}$ is given by ${ }^{6}$

$$
\begin{equation*}
e^{-\lambda a^{*} a}=\sum_{l} \frac{\left(e^{-\lambda}-1\right)^{l}}{l!} a^{\dagger l} a^{l} . \tag{18}
\end{equation*}
$$

We shall obtain the antinormal expansion for this operator ${ }^{7}$ in two ways: (a) by performing the summation in Eq. (6b), and (b), by applying the transformation (12) directly to $e^{-\lambda a^{*} u}$.
(a) By Eqs. (18) and (6b) the only nonvanishing antinormal coefficients are
$f_{l l}^{(a)} \equiv f_{l}^{(a)}=[l!]^{-2} \sum_{k=0}^{\infty}(-1)^{k}\left(e^{-\lambda}-1\right)^{k+l}(k+l)!/ k!$.

In particular,
$f_{0}^{(a)}=\sum(-1)^{k}\left(e^{-\lambda}-1\right)^{k}=e^{\lambda} \quad$ for $\left|e^{-\lambda}-1\right|<1$.

It is easy to establish a recurrence relation for $f_{l}^{(a)}$ :

$$
\begin{aligned}
f_{l+1}^{(a)}= & {[(l+1)!]^{-2} \sum_{k}(-1)^{k}\left(e^{-\lambda}-1\right)^{k+l+1} } \\
& \times\left[\frac{(k+l)!}{k!}\right](k+l+1) \\
= & {[(l+1)]^{-1}\left(e^{-\lambda}-1\right) f_{l}^{(a)}-\left(e^{-\lambda}-1\right) f_{l+1}^{(a)} . }
\end{aligned}
$$

## Hence

$$
\begin{equation*}
f_{l+1}^{(a)}=[(l+1)]^{-1}\left(1-e^{\lambda}\right) f_{l}^{(a)} . \tag{21}
\end{equation*}
$$

The solution of this recurrence relation with the initial condition (20), is

$$
\begin{equation*}
f_{l l}^{(a)}=e^{\lambda}\left(1-e^{\lambda}\right)^{l} / l!. \tag{22}
\end{equation*}
$$

Since $e^{-\lambda a^{i} a}$ is an analytic function of $\lambda$, this result is valid for all values of $\lambda$.
(b) Applying the transformation (12) to Eq. (18), we have

$$
\begin{aligned}
e^{\lambda b \hat{b}} & =\sum_{l} \frac{\left(e^{-\lambda}-1\right)^{\prime}}{l!}(-1)^{\prime} b^{\prime} \hat{b}^{\prime} \\
& =e^{\lambda(1+\hat{b} b)}=e^{\lambda} e^{\lambda \hat{b} b} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
e^{\lambda \hat{b} b}=e^{-\lambda} \sum_{l} \frac{\left(1-e^{-\lambda}\right)^{l}}{l!} b^{l} \hat{b}^{\prime} \tag{23}
\end{equation*}
$$

Since the last relation holds for any pair of boson operators, we obtain (replacing also $\lambda$ by $-\lambda$ )

$$
\begin{equation*}
e^{-\lambda a^{\prime} a}=e^{\lambda} \sum_{l} \frac{\left(1-e^{\lambda}\right)^{l}}{l!} a^{l} a^{+!} \tag{24}
\end{equation*}
$$

'W.H. Louisell, Quantum Statistical Properties of Radiation (Wjley, New York, 1973).
${ }^{2}$ Reference 1, p. 147.
${ }^{3}$ A. Lonke, J. Math. Phys. 19, 1110 (1978). The "classical" representation [Eq. (5)] was apparently not known to Lonke. By a lengthy and mathematically inadmissible way, Lonke arrives at his central result [Eq. (3.10) of his paper] which is correct. In view of Eq. (5), Lonke's equation (3.10) is equivalent to Eq. (6b) of the present paper. Indeed, it was the simplicity of his result which encouraged us to find a simple way to establish the nor-mal-antinormal transform (6a) and (6b).
${ }^{4}$ See, for example, Ref. 3.
${ }^{\text {s }}$ An alternative way to invert Eq. (11) is to multiply Eq. (9) by $e^{i l \varphi}$, where $\beta=R e^{i \varphi}$, integrate over $\varphi$ and replace in the resulting equation $R^{2}$ by $-x$. After the replacement, the right-hand side becomes a linear combination of Laguerre polynomials $L_{r}^{\prime}(x)$, and their orthogonality property can be invoked to accomplish the inversion.
${ }^{6}$ Reference 1, p. 156.
'Reference 1, p. 159.

# Markov fields in noncommutative probability theory on $\mathbf{W}^{\star}$ algebras 

G. O. S. Ekhaguere<br>Department of Mathematics, University of Ibadan, Ibadan, Nigeria<br>(Received 8 June 1978)<br>Many important results in ordinary probability theory do not have extensions in noncommutative probability theory. Here we consider Markov fields, and we prove that new Markov fields may be generated from old ones by means of multiplicative measurable operators. There is an analog of this result in ordinary probability theory involving multiplicative functionals. It is envisaged that the result established here would be of use in the study of interacting Fermion quantum fields.

## 1. INTRODUCTION

A noncommutative theory of integration on $W^{*}$-algebras, in which the measure is required to be unitarily invariant and hence central, has been developed by Segal and his school ${ }^{1-5}$ and the theory has had important applications to, for example, the theory of representations of locally compact groups, ${ }^{4}$ the problem of duality for unimodular groups, ${ }^{5}$ and the theory of relativistic quantum fields. ${ }^{6-8}$ A new approach to noncommutative integration, based on Stinespring's notion' of convergence in measure of measurable operators, and which still requires the measure to be central, has recently been presented by Nelson. ${ }^{2}$

An earlier version of noncommutative integration than Segal's is due to Dye ${ }^{10}$ who does not require the measure to be central. However, Dye requires the $W^{*}$-algebra on which integration is performed to be finite and countably decomposable. A $W^{*}$-algebra $\mathscr{B}$ is countably decomposable if any collection of mutually orthogonal projections in $\mathscr{B}$ is at most countable and $\mathscr{B}$ is finite if its identity if finite. ${ }^{11}$ It is known ${ }^{11}$ that any $W^{*}$-algebra of operators on a separable Hilbert space is countably decomposable.

Segal's and Dye's versions of noncommutative integration have their respective limitations; we refer to Ref. 12 for a critique of both versions. In Ref. 12, Gudder and Marchand outline a theory of noncommutative integration which does not require the sort of assumptions employed by Segal and Dye.

In this paper, we employ the Gudder-Marchand formulation of noncommutative integration in our study of noncommutative Markov fields. We prove a theorem which asserts that new Markov fields may be obtained from old ones by means of multiplicative measurable operators. This result is a generalization of the results in the theory of Markov processes which states roughly that new Markov processes may be obtained from old ones by means of multiplicative functionals. ${ }^{13}$ Our result has applications in constructive quantum field theory ${ }^{14}$ where Markov fields are curently playing a role of no small significance in the study of quantum fields. ${ }^{15.16}$

## 2. CONDITIONAL EXPECTATION

In this section, we present, for completeness, a brief summary of the basic ideas of noncommutative integration
theory on a $W^{*}$-algebra as developed by Gudder and Marchand ${ }^{11}$ (see also Ref. 17) and in the process, we establish our notation and terminologies.

In the sequel, $\mathscr{B}$ will denote a $W^{*}$-algebra, with identity 1, of operators on a Hilbert space $\Gamma$. We say that $\Gamma$ is the underlying Hilbert space for $\mathscr{B}$. We denote the commutant of $\mathscr{B}$ by $\mathscr{B}^{\prime}$ and write $Z$ for the center $\mathscr{B} \cap \mathscr{B}^{\prime}$ of $\mathscr{B}$. In almost any theory of noncommutative integration, the notion of measurable operators, due to Segal,' is of fundamental usefulness. We introduce this notion and other relevant concepts below.
2.1 Definition: A closed, densely defined linear operator $\boldsymbol{t}$ on $\Gamma$ is said to be affiliated to $\mathscr{B}$ if $\mathbf{v t} \subseteq \mathbf{t v}$ for every unitary $\mathbf{v}$ in $\mathscr{B}^{\prime}$. If $\mathbf{t}$ is affiliated to $\mathscr{B}$, we shall write $\mathbf{t} \eta \mathscr{B}$.

A linear set $\Lambda$ in $\Gamma$ is said to be associated with $\mathscr{B}$ (symbolically $\Lambda \boldsymbol{\eta} \mathscr{B}$ ) if $\mathbf{v}(\Lambda) \subset \Lambda$ for every unitary $\mathbf{v}$ in $\mathscr{B}^{\prime}$.
2.2 Remark: We note that if $t$ is a bounded linear operator on $\Gamma$ and $\boldsymbol{t} \eta \mathscr{B}$ then, by the double commutant theorem, $t \in \mathscr{B}$.
2.3 Definition: Let $\Lambda$ be a linear subset of $\Gamma$. Then $\Lambda$ is said to be strongly dense in $\Gamma$ with respect to $\mathscr{P}$ if
(i) $\Lambda \eta \mathscr{P}$
(ii) there is a sequence $\left\{\Lambda_{n}\right\}$ of subspaces of $\Gamma$, with $\Lambda_{n} \boldsymbol{\eta} \mathscr{B}$ such that $\Lambda_{n} \subset \boldsymbol{\Lambda}$, and
(iii) the projection operator of $\Gamma$ onto the orthogonal complement $\Lambda_{n}^{\perp}$ of $\Lambda_{n}$ is a finite projection in $\mathscr{B}$ and $\Lambda_{n}{ }_{n} \downarrow 0$. We say that $\left\{\Lambda_{n}\right\}$ defines $\Lambda$.
2.4 Definition: An operator $\mathbf{t}$ on $\Gamma$ is said to be measurable with respect to $\mathscr{B}$ provided that
(i) $t \eta \mathscr{P}$ and
(ii) $\mathbf{t}$ has a strongly dense domain.
2.5 Remark: (i) If $\mathbf{s}$ and $\mathbf{t}$ are measurable with respect to $\mathscr{B}$, then so are $\mathbf{s}^{*}, \mathbf{s}+\mathbf{t}$ and $\mathbf{s t}$, where the strong sum and the strong product are employed here and $*$ denotes the adjoint operation.
(ii) In what follows, if $\mathscr{C}$ is a $W^{*}$-algebra of operators on $\Gamma$, let $p(\mathscr{C})$ denote the collection of all self-adjoint projections in $\mathscr{C}$.
2.6 Definition: A measure $\tau$ on $(\Gamma, \mathscr{B})$ is a nonnegative mapping

$$
\tau: p(\mathscr{B}) \rightarrow R_{+}=[0, \infty)
$$

such that
(i) $\tau(0)=0$ and
(ii) $\tau\left(\Sigma \mathbf{p}_{n}\right)=\Sigma \tau\left(\mathbf{p}_{n}\right)$, for any countable set $\left\{\mathbf{p}_{n}\right\}$ of mutually orthogonal projections in $p(\mathscr{B})$.

An integral $\tau$ on $(\Gamma, \mathscr{B})$ is a faithful, nonnegative linear functional
$\tau: \mathscr{B} \rightarrow \mathbb{C}$, the complex numbers
such that the restriction of $\tau$ to $p(\mathscr{B})$ is a measure. Thus an integral is a faithful normal nonnegative functional on $\mathscr{B}$ since normality is equivalent to countable additivity, i.e., condition (ii) in the definition of a measure.

An integral $\tau$ on $(\Gamma, \mathscr{B})$ is a state if $\tau(1)=1$.
2.7 Remark: We note that we do not require here that $\tau$ be central as is usually assumed in Segal's approach to noncommutative integration. ${ }^{1}$
2.8 Definition: Let $\tau$ be a state on $(\Gamma, \mathscr{B})$. Then the triple ( $\Gamma, \mathscr{B}, \tau$ ) is called a (noncommutative) probability space.

If $\tau$ is central $(\Gamma, \mathscr{B}, \tau)$ is called a probability gauge space in the terminology of Segal.
2.9 Definition: Let ( $\Gamma, \mathscr{B}, \tau)$ be a probability space. Then a sequence $\left\{\mathbf{a}_{n}\right\}$ of measurable operators is said to converge in measure to a measurable operator a if given $\delta>0$, there is a sequence $\left\{\mathbf{p}_{n}\right.$ \} of projections in $p(\mathscr{B})$ such that $\|\left(\mathbf{a}_{n}-\mathbf{a}\right)$ $\times \mathbf{p}_{n} \|<\delta$ and $\tau\left(1-\mathbf{p}_{n}\right) \rightarrow 0$, where $\|\cdot\|$ is the operator norm of $\mathscr{\mathscr { B }}$.
2.10 Remark: In the sequel $L^{\circ}(\Gamma, \mathscr{B}, \tau)$ will denote the collection of all closed densely defined linear operators on $\Gamma$ which are measurable with respect to $\mathscr{B} ; L^{\circ}(\Gamma, \mathscr{B}, \tau)$ is a $*$ algebra, with the adjoint operation for its involution, and where the sum and product of operators are the strong sum and strong product, respectively. We assume in the following that $L^{\circ}(\Gamma, \mathscr{B}, \tau)$ is equipped with the topology of convergence in measure.

Next, for $\mathbf{a} \in L^{\circ}(\Gamma, \mathscr{T}, \tau)$, let $\mathbf{a}=\mathbf{v}|\mathbf{a}|$ be the polar decomposition of $\mathbf{a}$, having $|\mathbf{a}|$ as its positive part and $\mathbf{v}$ as its partial isometric part. Then, we denote by $L^{2}(\Gamma, \mathscr{B}, \tau)$ the Hilbert space completion of $\mathscr{B}$ in the topology given by the norm

$$
\begin{aligned}
& \|\cdot\|: \mathscr{P} \rightarrow[0, \infty) \\
& \mathbf{a} \mapsto\|\mathbf{a}\|_{2}=\left[\tau\left(|\mathbf{a}|^{2}\right)\right]^{1 / 2} .
\end{aligned}
$$

We write $L^{\infty}(\Gamma, \mathscr{B}, \tau)$ for the $W^{*}$-algebra $\mathscr{B}$ and let $\|\cdot\|_{\infty}$ be the operator norm $\|\cdot\|$ of $\mathscr{B}$. We also write $L^{1}(\Gamma, \mathscr{B}, \tau)$ for the collection of all $\mathbf{a} \in L^{\circ}(\Gamma, \mathscr{B}, \tau)$ such that $\|\mathbf{a}\|_{1}=\int_{0}^{\infty}$ $\tau(e(d \lambda) \lambda) \equiv \tau(|\mathbf{a}|)<\infty$, where $\{e(\Lambda): \Lambda$ is Borel in $[0, \infty)\}$ is the resolution of the identity for $|\mathbf{a}|$. Notice that $L^{1}(\Gamma, \mathscr{B}, \tau)$ is not necessarily a Banach space since $\|\cdot\|_{1}$ is not necessarily a norm. However, $L^{1}(\Gamma, \mathscr{B}, \tau)$ is clearly a topological space.

We introduce next the notion of conditioning with respect to a $W^{*}$-subalgebra of $\mathscr{B}$.
2.11 Definition: Let $\mathscr{B}_{0}$ be a $W^{*}$-subalgebra of the $W^{*}$ algebra $\mathscr{B}$. Let u be an element of $L^{1}(\Gamma, \mathscr{B}, \tau)$. Then the conditional expectation of $\mathbf{u}$ given $\mathscr{B}_{0}$ is defined ${ }^{11}$ as the operator
$E\left(\mathbf{u} \mid \mathscr{B}_{0}\right)$ in $L^{1}\left(\Gamma, \mathscr{B}_{0}, \tau\right)$ satisfying
$\tau\left(\mathbf{p} E\left(\mathbf{u} \mid \mathscr{B}_{0}\right) \mathbf{p}\right)=\tau($ pup $), \quad$ for all $\mathbf{p} \in \mathbf{p}\left(\mathscr{B}_{0}\right)$.
Notice that if $\tau$ is central then the last equation becomes
$\tau\left(\mathbf{p} E\left(\mathbf{u} \mid \mathscr{B}_{0}\right)\right)=\tau(\mathbf{p u}), \quad$ for all $\mathbf{p} \in p\left(\mathscr{B}_{0}\right)$.
The conditional expectation operator $E\left(\cdot \mid \mathscr{B}_{0}\right)$ is linear and it possesses the following additional properties:
(i) $E\left(\cdot \mid \mathscr{B}_{0}\right)$ is a contraction of $L^{1}(\Gamma, \mathscr{B}, \tau)$ onto $L^{1}\left(\Gamma, \mathscr{B}_{0}, \tau\right) ;$
(ii) $E\left(\mathbf{u}^{*} \mid \mathscr{B}_{0}\right)=E\left(\mathbf{u} \mid \mathscr{B}_{0}\right)^{*}, \mathbf{u} \in L^{1}(\Gamma, \mathscr{B}, \tau)$;
(iii) $E\left(\cdot \mid \mathscr{B}_{0}\right)$ is positivity-preserving:
(iv) $E\left(1 \mid \mathscr{B}_{0}\right)=1$;
(v) $E\left(E\left(\mathbf{u} \mid \mathscr{B}_{0}\right) \mid \mathscr{B}_{0}\right)=E\left(\mathbf{u} \mid \mathscr{B}_{0}\right), \quad \mathbf{u} \in L^{1}(\Gamma, \mathscr{B}, \tau)$.

For a verification of the listed properties of $E\left(\cdot \mid \mathscr{B}_{0}\right)$, we refer to Ref. 11.

## 3. GENERALIZED STOCHASTIC FIELDS AND MARKOV PROPERTY

Let $(\Gamma, \mathscr{B}, \tau)$ and $L^{0}(\Gamma, \mathscr{B}, \tau)$ be as in the last section. An element of $L^{\circ}(\Gamma, \mathscr{B}, \tau)$ will be called an operator-valued random variable. Let $S\left(\mathscr{R}^{d}\right)$ be Schwartz space of $C^{\infty}$ functions of rapid descent on $\mathscr{R}^{d}$. We shall say that $\xi$ is an operatorvalued generalized random variable, with underlying probability space, ( $\Gamma, \mathscr{B}, \tau$ ), provided that $\xi$ is a continuous linear map from $S\left(\mathscr{R}^{d}\right)$ into the topological space $L^{0}(\Gamma, \mathscr{B}, \tau)$. By a generalized stochastic field, with underlying probability space ( $\Gamma, \mathscr{B}, \tau)$ and indexed by $S\left(\mathscr{R}^{d}\right)$, we mean a noncommuting family

$$
\mathscr{H}^{0}=\left\{\mathbf{f} \mapsto \xi(\mathbf{f}): \mathbf{f} \in S\left(\mathscr{R}^{d}\right)\right\}
$$

of operator-valued generalized random variables on $(\Gamma, \mathscr{B}, \tau)$. We denote by $\mathscr{H}^{2}$, the Hilbert space completion of $\mathscr{H}^{\circ}$ in the topology given by the norm:

$$
\begin{aligned}
& \|\cdot\|_{\neq:}: \mathscr{H}^{0} \rightarrow[0, \infty) \\
& \xi(f) \mapsto\|\xi(f)\|_{\neq 2}=\left(\tau|\xi(f)|^{2}\right)^{1 / 2} .
\end{aligned}
$$

Here $\tau\left(|\xi(\mathbf{f})|^{2}\right)=\int_{0}^{\infty} \tau\left(e_{\mathrm{f}}(d \lambda)\right) \lambda^{2}$, where $\left\{e_{\mathrm{f}}(\Lambda): \Lambda\right.$ is Borel in $[0, \infty)\}$ is the resolution of the identity for $|\xi(f)|$. We remark that if $\tau$ is central, then $L^{2}(\Gamma, \mathscr{B}, \tau)$ and $\mathscr{H}^{2}$ are $H^{*}$-algebras of closed, densely defined operators on $\Gamma$. We shall write $\mathscr{H}^{1}$ for the collection of $\xi(f) \in \mathscr{H}$ such that $\tau(|\xi(\mathbf{f})|)<\infty$. Again $\mathscr{H}^{1}$ is not necessarily a Banach space,

The linear functional:

$$
\begin{aligned}
& m: \mathscr{H}^{\prime} \rightarrow \mathrm{C}, \\
& \mathbf{u} \mapsto m(\mathbf{u})=\tau(\mathbf{u}),
\end{aligned}
$$

is called the expectation functional, and $m(\mathbf{u})$ is said to be the expectation value of $\mathbf{u} \in \mathscr{H}^{1}$.

The sesquilinear functional

$$
\begin{aligned}
& B: \mathscr{H}^{2} \times \mathscr{H}^{2} \rightarrow \mathrm{C} \\
& (\mathbf{u}, \mathbf{v}) \mapsto B(\mathbf{u}, \mathbf{v})=\tau\left(\mathbf{u}^{*} \mathbf{v}\right)
\end{aligned}
$$

is called the correlation functional. Notice that each $\mathbf{u \in} \in \mathscr{H}^{2}$ has an expectation value because $\mathscr{H}^{1} \supset \mathscr{H}^{2}[$ since $\tau(1)=1]$.

The Hilbert space $\mathscr{H}^{2}$ is isometrically isomorphic to the Hilbert space $H\left(\mathscr{R}^{d}\right)$ which is the completion of $S\left(\mathscr{R}^{d}\right)$ in the norm topology given by

$$
\mathbf{f} \mapsto\|\mathbf{f}\|_{\boldsymbol{H}\left(\mathscr{夕}^{d}\right)}=\|\xi(\mathbf{f})\|_{\mathscr{K}^{\prime}}
$$

Next, let $V_{\mathrm{f}}|\xi(\mathrm{f})|, \mathrm{f} \in \boldsymbol{S}\left(\mathscr{R}^{d}\right)$, be the polar decomposition of $\xi(\mathrm{f}) \in \mathscr{H}^{0}$, in which $V_{\mathrm{f}}$ is the partial isometric part and $|\xi(\mathrm{f})|$ is the positive part. Let

$$
|\xi(\mathbf{f})|=\int_{0}^{\infty} e_{\mathrm{f}}(d \lambda) \lambda
$$

be the spectral representation of $|\xi(f)|$. For $D$ an open subset of $\mathscr{R}^{d}$, we denote by $\mathscr{B}(D)$ the $W^{*}$-subalgebra of $\mathscr{B}$ generated by the set: $\left\{V_{f}, e_{\mathbf{g}}(\Lambda): \mathbf{f}, \mathbf{g} \in S\left(\mathscr{R}^{d}\right)\right.$, suppf $\subset D, \operatorname{supp} g \subset D$ and $\Lambda$ varies over all Borel subsets of $\mathscr{R}\}$. If $C$ is an arbitray subset of $\mathscr{R}^{d}$, we set

$$
\mathscr{G}(C)=\underset{D \supset C}{\cap} \mathscr{B}(D),
$$

where the intersection is taken over all open subsets $D$ of $\mathscr{R}^{d}$ each of which contains $C$. We now introduce the following notion of Markov property.
3.1 Definition: Let $D$ be an open subset of $\mathscr{R}^{d}$ with complement $D^{\prime}$ and boundary $\partial D$. We shall say that the generalized stochastic field $\mathscr{H}^{\circ}$ is Markovian or has the Markov property if

$$
E\left(\mathbf{u} \mid \mathscr{B}\left(D^{\prime}\right)\right)=E(\mathbf{u} \mid \mathscr{B}(\partial D))
$$

for all $\mathbf{u} \in L^{1}(\Gamma, \mathscr{B}(D), \tau)$

### 3.2 Remark:

(i) If the generalized stochastic field $\mathscr{H}^{0}$ has the Markov property, we shall say that it is a Markou field.
(ii) For an example of a (noncommuting) Markov field of relevance to relativistic quantum field theory, we refer to Ref. 8.
(iii) For the rest of the paper, we shall make the following assumptions, for simplicity:
(a) the $W^{*}$-algebra $\mathscr{B}$ is generated by the partial isometric parts and the spectral projections of the positive parts of the canonical polar decomposition of the operators in $\mathscr{H}^{0}=\left\{\xi(\mathrm{f}): \mathrm{f} \in S\left(\mathscr{R}^{d}\right)\right\} ;$
(b) the net $\left\{\mathscr{B}(D): D\right.$ is open in $\left.\mathscr{R}^{d}\right\}$ is ordered under isotonous inclusion (i.e., if $D_{1}, D_{2}$ are open subsets of $\mathscr{R}^{d}$ such that $D_{2} \supset D_{1}$, then $\mathscr{B}\left(D_{1}\right)$ is identifiable with a $W^{*}$ subalgebra of $\mathscr{B}\left(D_{2}\right)$ and the $W^{*}$-algebra $\mathscr{B}$ is the inductive limit ${ }^{10}$ of the directed set $\left\{\mathscr{B}(D): D\right.$ is open in $\left.\mathscr{R}^{d}\right\}$ of $W^{*}$ subalgebras.
(c) if $D$ is the union of open subsets $\left\{D_{i}\right\}$ of $\mathscr{R}^{d}$, then $\left(\cup \mathscr{B}\left(D_{i}\right)\right)^{\prime} \supset \mathscr{B}(D)$.
(3.3) Definition: Let $\mathscr{H}^{0}=\left\{\xi(\mathbf{f}): f \in S\left(\mathscr{R}^{d}\right)\right\}$ be a Markov field. Then we shall say that $\mathscr{H}^{\circ}$ is a regular Markov field if for any open subset $D$ of $\mathscr{R}{ }^{d}$,

$$
E\left(\mathscr{B}\left(D \cup D_{0}\right) \mid \mathscr{B}\left(D^{\prime}\right)\right) \subset \mathscr{B}\left(D_{0}\right)
$$

where $D_{0}$ is an arbitrary closed subset of $D^{\prime}$, the complement of $D$, which contains $\partial D$.
3.4 Remark: We note here that generalized stochastic fields which satisfy assumptions (iii) (a), (b), and (c) of Remark 3.2 abound in constructive quantum field theory. Indeed, in the algebraic approach to quantum field theory, these same assumptions are customarily made. ${ }^{18,19}$ Also, the Markov field discussed in Ref. 8 is an example of a regular Markov field.

## 4. MARKOV FIELDS AND MULTIPLICATIVE OPERATORS

In this section, we show how to generate new Markov fields from old ones. To this end, it is convenient to begin with the following notion.
4.1 Definition: We shall say that a measurable operator $\mathbf{a} \in \dot{L}^{0}(\Gamma, \mathscr{B}, \tau)$ is multiplicative provided that for every finite open covering $\left\{D_{i}\right\}_{i=1}^{N}$ of $\mathscr{R}^{d}$, there are strictly positive operators $\left\{\mathbf{a}_{i}\right\}_{i=1}$ with $\mathbf{a}_{i} \in L^{0}\left(\Gamma, \mathscr{B}\left(D_{i}\right), \tau\right), i=1,2,3, \ldots, N$ such that

$$
\mathbf{a}=\mathbf{a}_{1} \mathbf{a}_{2} \cdots \mathbf{a}_{N}
$$

where $L^{\circ}\left(\Gamma, \mathscr{B}\left(D_{i}\right), \tau\right)$ is the collection of all linear closed, densely defined operators on $\Gamma$ which are measurable with respect to $\mathscr{B}\left(D_{i}\right)$.
4.2 Remark: Next, for $\mathbf{c}$ any positive element of $L^{\infty}(\Gamma, \mathscr{B}, \tau)$, let $\tau_{\mathrm{c}}$ denote the functional on $\mathscr{B}$ given by

$$
\tau_{\mathbf{c}}(\mathbf{u})=\tau(\mathbf{u c}), \quad \text { for all } \mathbf{u} \in \mathscr{B}
$$

Then clearly $\tau_{c}$ is a linear functional which is also positive if $\tau$ is central or if $\mathbf{c}$ belongs to $Z$. Furthermore $\tau_{c}$ is bounded for

$$
\begin{aligned}
\left\|\tau_{\mathbf{c}}\right\| & =\sup _{0 \neq \mathbf{u} \in \mathscr{H}}\left(\frac{\left|\tau_{\mathbf{c}}(\mathbf{u})\right|}{\|\mathbf{u}\|}\right) \\
& =\sup _{0 \neq \mathbf{u} \in \mathscr{M}} \frac{|\tau(\mathbf{u c})|}{\|\mathbf{u}\|_{\infty}} \\
& \leqslant \sup _{0 \neq \neq u \in \mathscr{m}} \frac{\|\tau\|\|\mathbf{u}\|_{\infty}\|\mathbf{c}\|_{\infty}}{\|\mathbf{c}\|_{\infty}} \\
& =\|\tau\|\|\mathbf{c}\|_{\infty} .
\end{aligned}
$$

Hence convergence in measure with respect to $\tau$ implies convergence in measure with respect to $\tau_{c}$.
4.3 Theorem: Let $\mathscr{H}^{0}=\left\{\xi(\mathbf{f}): \mathbf{f} \in S\left(\mathscr{R}^{d}\right)\right\}$ be a regular Markov field over the probability space ( $\Gamma, \mathscr{B}, \tau$ ). Let $\mathrm{a} \in L^{\infty}(\Gamma, Z, \tau)$ be a right-invertible multiplicative measurable operator satisfying $\tau(\mathrm{a})=1$, and define $\tau_{\mathrm{a}}$ as in the foregoing. Then $\mathscr{H}^{\boldsymbol{D}}=\left\{\xi(\mathbf{f}): \mathbf{f} \in S\left(\mathscr{R}^{d}\right)\right\}$ is a Markov field over the probability space ( $\Gamma, \mathscr{B}, \tau_{\mathbf{a}}$ ).

### 4.4 Remark:

(i) This theorem is a noncommutative extension of what happens in the theory of Markov stochastic processes where new Markov processes are generated from old ones by means of multiplicative functionals. ${ }^{13}$
(ii) We prove the theorem below after recalling a relevant result.

### 4.5 Proposition:

(i) Let $\mathscr{H}^{0}=\left\{\xi(\mathbf{f}): \mathbf{f} \in S\left(\mathscr{R}^{d}\right)\right\}$ be a regular Markov field indexed by $S\left(\mathscr{R}^{d}\right)$, let $D$ be an open subset of $\mathscr{R}^{d}$, and let $D_{0}$ be a closed subset of the complement $D^{\prime}$ of $D$ containing $\partial D$. Then

$$
E\left(\mathscr{B}\left(D \cup D_{0}\right) \mid \mathscr{B}\left(D^{\prime}\right)\right)=\mathscr{B}\left(D_{0}\right)
$$

(ii) Let $D, D_{0}$, and $\mathscr{H}^{\circ}=\left\{\xi(\mathbf{f}): \mathbf{f} \in S\left(\mathscr{R}^{d}\right)\right\}$
be as in (i), but with $\mathscr{H}{ }^{\circ}$ not assumed necessarily a (regular) Markov field but satisfying (iii) (c) of Remark (3.2). Then

$$
\mathscr{B}\left(D \cup D_{0}\right)=\left(\mathscr{B}(D) \cup \mathscr{B}\left(D_{0}\right)\right)^{\prime \prime}
$$

Proof:
(ii) Since $D_{0} \supset \partial D$, the set $D \cup D_{0}$ is closed in $\mathscr{R}^{d}$. Let $\left\{D_{n}\right\}_{n=1}^{\infty}$ be a sequence of open subsets of $\mathscr{R}{ }^{d}$ decreasing to $D_{0}$. Then $\left\{D \cup D_{n}\right\}_{n=1}^{\infty}$ is a sequence of open sets decreasing to $D \cup D_{0}$. By assumption (iii), it follows that

$$
\mathscr{B}\left(D \cup D_{n}\right)=\left(\mathscr{B}(D) \cup \mathscr{B}\left(D_{n}\right)\right)^{\prime \prime}
$$

Next, recall that if $\mathscr{C}$ and $\left\{\mathscr{A}_{n}\right\}_{n=1}^{\infty}$ are $W^{*}$-subalgebras of $\mathscr{B}$, where $\left\{\mathscr{A}_{n}\right\}_{n=1}^{\infty}$ forms a decreasing sequence, i.e., $\mathscr{A}_{n} \supset \mathscr{A}_{n+1}, n=1,2, \ldots, \infty$, then

Hence

$$
\begin{aligned}
\mathscr{B}\left(D \cup D_{0}\right) & =\cap_{n=1}^{\infty}\left(\mathscr{B}(D) \cup \mathscr{B}\left(D_{n}\right)\right)^{\prime \prime} \\
& =\left(\mathscr{B}(D) \cup \cup_{n=1}^{\infty} \mathscr{B}\left(D_{n}\right)\right)^{\prime \prime} \\
& =\left(\mathscr{B}(D) \cup \mathscr{G}\left(D_{0}\right)\right)^{\prime \prime}
\end{aligned}
$$

Thus $\mathscr{F}\left(D \cup D_{0}\right)$ is generated by $\mathscr{B}(D) \cup \mathscr{B}\left(D_{0}\right)$. Finally, the proof of (i) follows trivially from (iii)(c) of Remark 3.2. This concludes the proof.
4.6 Remark: We wish next to give a proof of Theorem 4.3.

## Proof of Theorem 4.3:

There are two probability spaces $(\Gamma, \mathscr{B}, \tau)$ and $\left(\Gamma, \mathscr{H}, \tau_{\mathrm{a}}\right)$ for consideration. Denote by $E(\cdot \mid \mathscr{C})$ and $E_{\mathrm{a}}(\cdot \mid \mathscr{C})$ the conditional expectation operators with respect to the states $\tau$ and $\tau_{\text {a }}$, respectively, where $\mathscr{C}$ is a $W^{*}$-subalgebra of勝.

Let $D$ be an open subset of $\mathscr{R}^{d}$ with complement $D^{\prime}$ and boundary $\partial D$. We wish to prove that

$$
E_{\mathbf{a}}\left(\mathbf{u} \mid \mathscr{B}\left(D^{\prime}\right)\right)=E_{\mathbf{a}}(\mathbf{u} \mid \mathscr{B}(\partial D))
$$

for all $\mathbf{u} \in L^{\prime}(\Gamma, \mathscr{B}(D), \tau)$. To establish this, we need equivalently, to show that there is a uniquely determined $\tilde{\mathbf{u}}=E_{\mathrm{a}}\left(\mathbf{u} \mid \mathscr{B}\left(D^{\prime}\right)\right)$ in $L^{\circ}\left(\Gamma, \mathscr{B}\left(D^{\prime}\right) \tau\right)$, for every $\mathbf{u} \in L^{1}(\Gamma, \mathscr{B}(D), \tau)$, such that
$\tau_{\mathbf{a}}($ pũp $)=\tau_{\mathbf{a}}$ (pup), for all $\mathbf{p} \in p\left(\mathscr{B}\left(D^{\prime}\right)\right)$,
i.e.,
$4.7 \tau($ pũpa $)=\tau($ pupa $), \quad$ for all $\mathbf{p} \in p\left(\mathscr{B}\left(D^{\prime}\right)\right)$,
and, furthermore, that ũ does in fact belong to $\mathscr{B}(\partial D)$. Since the measurable multiplicative operator a belongs to $Z, 4.7$ is equivalent to
$4.8 \tau$ (pũap) $=\tau$ (puap), for all $\mathbf{p} \in p\left(\mathscr{B}\left(D^{\prime}\right)\right)$. Let $D_{0}$ be an arbitrary open subset of $\mathscr{R}^{d}$ containing $\partial D$. Then the triple $\left\{D, D_{0}, D^{\prime 0}\right\}$ is a finite open covering of $\mathscr{R}{ }^{d}$, where $D^{\prime 0}$ is the interior of $D^{\prime}$. Then since a is a multiplicative measurable operator, we have that there are positive measurable operators $\left\{\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}\right\}$ with $\mathbf{a}_{1} \in L{ }^{\circ}(\Gamma, \mathscr{B}(D), \tau), \mathbf{a}_{2} \in L^{0}(\Gamma, \mathscr{B}(D), \tau)$, and $\mathbf{a}_{3} \in L^{\circ}\left(\Gamma, \mathscr{B}\left(D^{\prime \prime}\right), \tau\right)$ such that
$4.9 \mathbf{a}=\mathbf{a}_{1} \mathbf{a}_{2} \mathbf{a}_{3}$.
Employing 4.9 in 4.8 , we have

$$
\tau\left(\mathbf{p} \tilde{\mathbf{u}_{1}} \mathbf{a}_{2} \mathbf{a}_{3} \mathbf{p}\right)=\tau\left(\mathbf{p u a}_{1} \mathbf{a}_{2} \mathbf{a}_{3} \mathbf{p}\right) \quad \text { for all } \mathbf{p} \in p\left(\mathscr{B}\left(D^{\prime}\right)\right)
$$

or
$\tau\left(\mathbf{p} E\left(\tilde{u}_{\mathbf{a}_{1}} \mathbf{a}_{2} \mathbf{a}_{3} \mid \mathscr{B}\left(D^{\prime}\right)\right) \mathbf{p}\right)$

$$
=\tau\left(\mathbf{p} E\left(\mathbf{u} \mathbf{a}_{1} \mathbf{a}_{2} \mathbf{a}_{3} \mid \mathscr{F}\left(D^{\prime}\right)\right) \mathbf{p}\right), \quad \text { for all } \mathbf{p} \in p\left(\mathscr{B}\left(D^{\prime}\right)\right)
$$

## Hence the sought-for ũ must satisfy

$E\left(\tilde{u}_{\mathbf{a}_{1}} \mathbf{a}_{2} \mathbf{a}_{3} \mid \mathscr{B}\left(D^{\prime}\right)\right)=E\left(\mathbf{u a}_{1} \mathbf{a}_{2} \mathbf{a}_{3} \mid \mathscr{B}\left(D^{\prime}\right)\right)$.
Using the properties of the conditional expectation operator, we have, since $\mathbf{a}_{3} \in L^{\circ}\left(\Gamma, \mathscr{B}\left(D^{\prime}\right), \tau\right)$ and $\tilde{\mathbf{u}}$ also belongs to $L^{\circ}\left(\Gamma, \mathscr{G}\left(D^{\prime}\right), \tau\right)$ when it exists, that
$\tilde{\mathbf{u}} E\left(\mathbf{a}_{\mathbf{1}} \mathbf{a}_{2} \mid \mathscr{B}\left(D^{\prime}\right)\right) \mathbf{a}_{3}=E\left(\mathbf{u a}_{1} \mathbf{a}_{2} \mid \mathscr{B}\left(D^{\prime}\right)\right) \mathbf{a}_{3}$.
Since $\mathbf{a}$ is right-invertible, so is $\mathbf{a}_{3}$. Hence
$4.10 \tilde{\mathbf{u}} E\left(\mathbf{a}_{1} \mathbf{a}_{2} \mid \mathscr{B}\left(D^{\prime}\right)\right)=E\left(\mathbf{u a}_{1} \mathbf{a}_{2} \mid \mathscr{B}\left(D^{\prime}\right)\right)$.
But the right-inverse of $E\left(\mathbf{a}_{1} \mathbf{a}_{2} \mid \mathscr{B}\left(D^{\prime}\right)\right)$ is a densely defined measurable operator in $L^{\circ}\left(\Gamma, \mathscr{B}\left(D^{\prime}\right), \tau\right)$. Hence, we have
$4.11 \quad \tilde{\mathbf{u}}=E\left(\mathbf{u a}_{1} \mathbf{a}_{2} \mid \mathscr{F}\left(D^{\prime}\right)\right)\left[E\left(\mathbf{a}_{1} \mathbf{a}_{2} \mid \mathscr{B}\left(D^{\prime}\right)\right)\right]^{-1}$, where the inverse here is the right-inverse of the indicated operator.

Set $\bar{D}_{0} \cap D^{\prime}=D^{c}$, where $\bar{D}_{0}$ is the closure of $D_{0}$.
Since $\mathscr{H}^{0}=\left\{\xi(\mathbf{f}): \mathbf{f} \in S\left(\mathscr{R}^{d}\right\}\right.$ is assumed to be a regular Markov field on the probability space ( $\Gamma, \mathscr{T}, \tau$ ) part (i) of Proposition 4.5 is available. Applying the latter result with $D$ and $D^{c}$ replacing the subsets of $\mathscr{R}^{d}$ occurring there, it follows that $\left[E\left(\mathbf{a}_{1} \mathbf{a}_{2} \mid \mathscr{B}\left(D^{\prime}\right)\right)\right]^{-1}$ and $E\left(\mathbf{u a}_{1} \mathbf{a}_{2} \mid \mathscr{B}\left(D^{\prime}\right)\right)$ are in $L^{\circ}\left(\Gamma, \mathscr{M}\left(D^{\circ}\right), \tau\right)$ which is contained in $L^{\circ}\left(\Gamma, \mathscr{B}\left(D_{0}\right), \tau\right)$. Since $D_{0}$ is an arbitrary open subset of $\mathscr{R}{ }^{d}$ containing $\partial D$ we conclude that $\tilde{\mathbf{u}}$ is in $L^{\circ}(\Gamma, \mathscr{B}(\partial D), \tau)$. Thus defining ũby 4.10 we are assured of its existence, together with the desired measurability properties; furthermore, $\tilde{\mathbf{u}}$ defined in this way satisfies 4.7. The uniqueness of $\tilde{u}$ is trivial. This concludes the proof.
4.12 Remark: (i) The proof shows that, in fact,

$$
E_{a}\left(\mathbf{u} \mid \mathscr{B}\left(D^{\prime}\right)\right)=E\left(\mathbf{u a} \mid \mathscr{B}\left(D^{\prime}\right)\right)\left(E\left(\mathbf{a} \mid \mathscr{B}\left(D^{\prime}\right)\right)\right]^{-1}
$$

for any right-invertible positive multiplicative measurable operator $g$ in $L^{\infty}(\Gamma, Z, \tau)$ such that $\tau(\mathbf{a})=1$, as is clear from 4.10 by right-multiplication by $\mathbf{a}_{3}$, which belongs to $L^{0}\left(\Gamma, \mathscr{B}\left(D^{\prime}\right), \tau\right)$.
(ii) It is hoped that Theorem 4.3 would be useful in the Euclidean approach to interacting fermion quantum field theory.
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Using Lie theory of one-parameter transformation group, we show that the (linear) Lorentz transformation can be embedded into a class of nonlinear transformations.

## 1. INTRODUCTION

Recently, in a series of papers, ${ }^{1-5}$ the author has investigated a connection between Lie's theory of one-parameter groups and autonomous nonlinear systems of differential equations. For a given system of linear differential equations $\dot{x}=\xi(x)=A x$ (where $A$ is an $n \times n$ matrix with constant coefficients), the nonlinear system $\dot{x}=\eta(x)$ is constructed via the relation $[X, Y]=f(x) Y$. $[X, Y]$ denotes the commutator (Lie bracket) of the $C^{\infty}$-vector fields (what in physics are called infinitesimal generators) $X$ and $Y . f(x)$ is a smooth function. The vector fields $X$ and $Y$ are written in local coordinates as $X=\xi_{1} \partial / \partial x_{1}+\cdots+\xi_{n} \partial / \partial x_{n}$ and $Y=\eta_{1} \partial / \partial x_{1}+\cdots+\eta_{n} \partial / \partial x_{n}$. In the cited papers the described approach has been applied to systems containing periodic orbits and limit cycles. For example, the equation of motion of the harmonic oscillator $\dot{x}_{1}=\dot{x}_{2} ; \dot{x}_{2}=-x_{1}$ is associated with the vector field $X=x_{2} \partial / \partial x_{1}-x_{1} \partial / \partial x_{2}$. The vector field $Y$ obtained via the equation $[X, Y]=f(x) Y$ leads to nonlinear systems $\dot{x}=Y(x)$ which contain limit cyclces. The limit cycles themselves are described by the equation of motion for the harmonic oscillator.

In the present paper we apply the described approach to an autonomous system of differential equations which is important in the theory of relativity. This means, we study the system of linear differential equations ( $\dot{x}_{1}=x_{2}, \dot{x}_{2}=x_{1}$ ), the associated vector field $X=x_{2} \partial / \partial x_{1}+x_{1} \partial / \partial x_{2}$ and construct the most general vector field $Y$ which commutes with $X$. Then the physical meaning of the vector field $Y$ (and its associated nonlinear system of differential equations) is given.

## 2. MATHEMATICAL PRELIMINARIES

First of all, let us briefly recall some well-known results. Consider the system

$$
\begin{equation*}
\dot{x}_{1}=x_{2}, \quad \dot{x}_{2}=x_{1} \tag{2.1}
\end{equation*}
$$

with $\dot{x}_{i}=d x_{i} / d \lambda$. Let $M=\mathbb{R}^{2}(M=$ manifold $)$. The system of differential equations (2.1) induces the vector field $X=x_{2} \partial / \partial x_{1}+x_{1} \partial / \partial x_{2}$. The vector field $X$ is complete on $M=\mathbb{R}^{2}$. Moreover, the vector field $X$ has the following properties. Let $X=x_{2} \partial / \partial x_{1}+x_{1} \partial / \partial x_{2}$ and let $L_{X}(\cdot)$ denote the Lie derivative of a geometric object (i.e., function, vector field, tensor field) with respect to $X$. Then

$$
\begin{align*}
& L_{X}\left(x_{1}^{2}-x_{2}^{2}\right)=X\left(x_{1}^{2}-x_{2}^{2}\right)=0  \tag{2.2a}\\
& L_{X}\left(x_{1} \frac{\partial}{\partial x_{1}}+x_{2} \frac{\partial}{\partial x_{2}}\right)=\left[X, x_{1} \frac{\partial}{\partial x_{1}}+x_{2} \frac{\partial}{\partial x_{2}}\right]=0 \tag{2.2b}
\end{align*}
$$

$$
\begin{align*}
& L_{X}\left(d x_{1} \wedge d x_{2}\right)=0  \tag{2.2c}\\
& L_{X}\left(d x_{1} \otimes d x_{1}-d x_{2} \otimes d x_{2}\right)=0 \tag{2.2~d}
\end{align*}
$$

When we apply the usual rules of the Lie derivative (compare ${ }^{6}$ and references herein), the relations (a) through (d) can easily be obtained. Equation (2.2a) tells us that the quantity $x_{1}^{2}-x_{2}^{2}$ is the (global) first integral of $X$. From Eq. (2.2a) it follows that $X f\left(x_{1}^{2}-x_{2}^{2}\right)=0$, where $f$ is a smooth function. The vector fields $x_{2} \partial / \partial x_{1}+x_{1} \partial / \partial x_{2}$ and $x_{1} \partial / \partial x_{1}$ $+x_{2} \partial / \partial x_{2}$ generate one-parameter groups $\Phi_{\lambda}$ and $\Psi_{\mu}$, respectively. Because of Eq. (2.2b), it follows that $\Phi_{\lambda} \circ \Psi_{\mu}=\Psi_{\mu} \circ \Phi_{\lambda}$. Equation (2.2c) tells us that the flow $\Phi_{\lambda}$ (one-parameter group) generated by $X$ is an area-preserving mapping. Finally, the vector field $X$ is a Killing vector field with respect to the $(2,0)$ tensor field $g=d x_{1} \otimes d x_{1}$ $-d x_{2} \otimes d x_{2}$ [Eq. (2.2d)]. Note that the vector fields $\partial / \partial x_{1}$ and $\partial / \partial x_{2}$ are Killing vector fields (with respect to $g$ ), too. The Killing vector fields lead to conserved quantities. Moreover, the vector fields $\left\{\partial / \partial x_{1}, \partial / \partial x_{2}, x_{2} \partial / \partial x_{1}+x_{2} \partial / \partial x_{1}\right\}$ form a Lie algebra as it must be. The solution of the system of differential equations (2.1) is given by
$x_{1}=x_{10} \cosh \lambda+x_{20} \sinh \lambda, x_{2}=x_{20} \cosh \lambda+x_{10} \sinh \lambda$ $\left[x_{10}=x_{1}(\lambda=0), x_{20}=x_{2}(\lambda=0)\right]$. In other words, we have the one-parameter transformation group $\Phi: \mathbb{R}^{2} \times \mathbb{R}$ $\rightarrow \mathrm{R}^{2}: x_{1} \rightarrow x_{1} \cosh \lambda+x_{2} \sinh \lambda, x_{2} \rightarrow x_{2} \cosh \lambda+x_{1} \sinh \lambda$.

The most general vector field $Y$ which commutes with $X$ (i.e., $[X, Y]=0$ ) has the form (in local coordinates)

$$
\begin{align*}
Y= & {\left[x_{1} f_{2}\left(x_{1}^{2}-x_{2}^{2}\right)+x_{2} f_{1}\left(x_{1}^{2}-x_{2}^{2}\right)\right] \frac{\partial}{\partial x_{1}} } \\
& +\left[x_{2} f_{2}\left(x_{1}^{2}-x_{2}^{2}\right)+x_{1} f_{1}\left(x_{1}^{2}-x_{2}^{2}\right)\right] \frac{\partial}{\partial x_{2}} \tag{2.3}
\end{align*}
$$

where both $f_{1}$ and $f_{2}$ are smooth functions. The method for obtaining the vector field $Y$ is well known. ${ }^{7-10}$ Let us describe a rather different method for obtaining the vector field $Y$. To obtain the vector field $Y$ we consider the Abelian Lie algebra $\left\{X, I=x_{1} \partial / \partial x_{1}+x_{2} \partial / \partial x_{2}\right\}$ and the rule $[A, f B]$ $=(A f) B+f[A, B]$. Since $X f\left(x_{1}^{2}-x_{2}^{2}\right)=0$, we find that

$$
\begin{equation*}
\left[X, f_{1}\left(x_{1}^{2}-x_{2}^{2}\right) X+f_{2}\left(x_{1}^{2}-x_{2}^{2}\right) I\right]=0 \tag{2.4}
\end{equation*}
$$

Let $M=\mathbb{R}^{2}$. The vector field $X$ generates a one-parameter group of transformations. On the other hand, in general, the vector field $Y$ is not complete. Obviously, whether or not the vector field $Y$ is complete depends on the form of both $f_{1}$ and $f_{2}$. The condition $[X, Y]=0$ is an integrability condition. The geometrical meaning is that the flow $\Phi_{\lambda}$ (associated with $X$ ) and the (local) flow $\Gamma_{\mu}$ (associated with $Y$ ) commute ( $\Phi_{\lambda} \circ \Gamma_{\mu}=\Gamma_{\mu} \circ \Phi_{\lambda}$ ) is an appropriate domain.

The vector field $Y$ is associated with the autonomous system of differential equations

$$
\begin{align*}
& \dot{x}_{1}=x_{1} f_{2}\left(x_{1}^{2}-x_{2}^{2}\right)+x_{2} f_{1}\left(x_{1}^{2}-x_{2}^{2}\right), \\
& \dot{x}_{2}=x_{2} f_{2}\left(x_{1}^{2}-x_{2}^{2}\right)+x_{1} f_{1}\left(x_{1}^{2}-x_{2}^{2}\right) . \tag{2.5}
\end{align*}
$$

Let us investigate a particular case, namely $f_{1}\left(x_{1}, x_{2}\right)=1$ and $f_{2}\left(x_{1}, x_{2}\right)=x_{1}^{2}-x_{2}^{2}+k$, where $k \in \mathbb{R}$. Now we discuss the nonlinear system ( $\dot{x}_{i}=d x_{i} / d \mu$ )
$\dot{x}_{1}=x_{2}+x_{1}\left(x_{1}^{2}-x_{2}^{2}+k\right), \quad \dot{x}_{2}=x_{1}+x_{2}\left(x_{1}^{2}-x_{2}^{2}+k\right)$.
The associated vector field

$$
\begin{align*}
Y= & \left(x_{2}+x_{1}\left(x_{1}^{2}-x_{2}^{2}+k\right)\right) \frac{\partial}{\partial x_{1}}  \tag{2.6}\\
& +\left(x_{1}+x_{2}\left(x_{1}^{2}-x_{2}^{2}+k\right)\right) \frac{\partial}{\partial x_{2}} \tag{2.7}
\end{align*}
$$

has the properties:

$$
\begin{align*}
& L_{Y}\left(x_{1}^{2}-x_{2}^{2}+k\right)=2\left(x_{1}^{2}-x_{2}^{2}\right)\left(x_{1}^{2}-x_{2}^{2}+k\right),  \tag{2.8a}\\
& \left.L_{Y}\left(d x_{1} \wedge d x_{2}\right)=2\left(\left(x_{1}^{2}-x_{2}^{2}+k\right)+x_{1}^{2}+x_{2}^{2}\right)\right) d x_{1} \wedge d x_{2} \tag{2.8b}
\end{align*}
$$

$L_{Y} g=2\left(x_{1}^{2}-x_{2}^{2}+k\right) g$
$+4 x_{1}^{2} d x_{1} \otimes d x_{1}+4 x_{2}^{2} d x_{2} \otimes d x_{2}-4 x_{1} x_{2}$

$$
\begin{equation*}
\times\left(d x_{1} \otimes d x_{2}+d x_{2} \otimes d x_{1}\right) \tag{2.8c}
\end{equation*}
$$

If we consider the equation $x_{1}^{2}-x_{2}^{2}+k=0$ (hyperbola), then the right-hand side of Eq. (2.8a) vanishes.

The equation $x_{1}^{2}-x_{2}^{2}=-k(k \neq 0)$ defines the hyperbola. If $k=0$, then we obtain the straight lines $x_{1}= \pm x_{2}$ (the asymptotes). The hyperbola can be viewed as a onedimensional integral manifold of the system given above [Eq. (2.6)]. Using the ansatz $r^{2}=x_{1}^{2}-x_{2}^{2}$, we get the differential equation

$$
\begin{equation*}
\frac{d r^{2}}{d \mu}=r^{2}\left(r^{2}+k\right) \tag{2.9}
\end{equation*}
$$

This equation can easily be solved. Let $k=0$. Then the $\mu$ independent solution (i.e., $d r^{2} / d \mu=0$ )is given by $\left(r^{2}\right)^{2}=0$, i.e., $x_{1}^{2}-x_{2}^{2}=0$. The $\mu$ dependent solution (local flow) is given by $r^{2}=r_{0}^{2} /\left(1-2 r_{0}^{2} \mu\right)$. As $\mu \rightarrow \infty$ (or $\mu \rightarrow-\infty$ ) we have $r^{2}=0$ or $x_{1}^{2}-x_{2}^{2}=0$. Now let $k \neq 0$. Then we find the $\mu$ independent solution $r^{2}\left(r^{2}+k\right)=0$ or $\left(x_{1}^{2}-x_{2}^{2}\right)$ $\times\left(x_{1}^{2}-x_{2}^{2}+k\right)=0$. The $\mu$ dependent solution (local flow) takes the form

$$
\begin{equation*}
r^{2}=\frac{r_{0}^{2} k \exp (2 k \mu)}{r_{0}^{2}(1-\exp (2 k \mu))+k} \tag{2.10}
\end{equation*}
$$

If $r_{0}^{2}=0$, then $r^{2}=0$. If $r_{0}^{2}=-k$, then $r^{2}=k$. Now let $r_{0}^{2} \neq 0$ and $r_{0}^{2} \neq-k$. Let $k>0$. As $\mu \rightarrow \infty$, we find $r^{2}=-k$. As $\mu \rightarrow-\infty$, we find $r^{2}=0$. Now let $k<0$. As $\mu \rightarrow \infty$, we find $r^{2}=0$. As $\mu \rightarrow-\infty$, we find $r^{2}=-k$.

To sum up, as $\mu \rightarrow \infty$ (or $\mu \rightarrow-\infty$ ) the solution of the nonlinear equation either tends to the hyperbola $\left(x_{1}^{2}-x_{2}^{2}=-k\right)$ or to the straight lines $x_{1}= \pm x_{2}$ according to the value of $k$ and to the initial values $x_{10}$ and $x_{20}$.

To complete the mathematics, we put $\tanh \alpha=x_{2} / x_{1}$ and we find that $\dot{\alpha}=1$. It follows that $\alpha=\alpha_{0}+\mu$. Note that $x \rightarrow \operatorname{arctanh} x$ is a multiple valued function.

## 3. PHYSICAL SIGNIFICANCE

Let us now discuss the physical significance (obviously in a speculative manner) in the theory of special relativity of the described approach. We make the assumption that the reference frame $\Sigma$ ' is moving with a uniform velocity $v$ along the $X$ axis of the reference frame $\Sigma$. A 4 -vector $A$ is defined as any system possessing components $A_{0} A_{1}, A_{2}, A_{3}$ which behave like the space-time coordinates $c t, x, y, z$ under Lorentz transformation:

$$
\binom{c t^{\prime}}{x^{\prime}}=\left(\begin{array}{cc}
\gamma & -\gamma \beta  \tag{3.1}\\
-\gamma \beta & \gamma
\end{array}\right)\binom{c t}{x}
$$

where $y^{\prime}=y, z^{\prime}=z, \gamma=1 /\left(1-\beta^{2}\right)^{1 / 2}$ and $\beta=v / c(c=$ speed of light). Examples of 4 -vectors are the 4 -velocity and the 4 -momentum. The 4 -velocity can be written as ( $c \gamma, u \gamma$ ), where $\mathbf{u}$ is the usual three-dimensional velocity vector. If we multiply the 4 -velocity by $m_{0} c$ ( $m_{0}$ rest mass), we obtain the momentum 4-vector $\left(m c^{2}, m u c\right)=\left(E, p_{x} c, p_{y} c, p_{z} c\right)$ with $m=m_{0} \gamma$ and $p_{x}=m u_{x}$. $E$ is the total energy. The invariant scalar product of two 4-vectors, say $A$ and $B$, is, in Min-
kowski coordinates, $A B=-A_{0} B_{0}+A_{1} B_{1}+A_{2} B_{2}$
$+A_{3} B_{3}$. The scalar product of the 4 -velocity with itself is given by $-c^{2}$ (timelike). Consequently, the scalar product of the 4 -momentum with itself is given by $-m_{0}^{2} c^{4}$. It follows that

$$
\begin{equation*}
E^{2}-\mathbf{p}^{2} c^{2}=m_{0}^{2} c^{4} \tag{3.2}
\end{equation*}
$$

where $\mathbf{p}=\left(p_{x}, p_{y}, p_{z}\right) . \mathbf{A}$ photon has zero rest mass $\left(m_{0}=0\right)$, and therefore $E^{2}-\mathbf{p}^{2} c^{2}=0$ in this case. $E^{2}-\mathbf{p}^{2} c^{2}$ remains invariant under Lorentz transformations. In a closed system, with no energy or matter entering or leaving, Eq. (4.2) connects the principle of conservation of energy with that of conservation of momentum. $m_{0}$ and $c$ are constants. In other words, the momentum 4 -vector of a closed system does not change in length or direction, no matter what happens inside the system.

Consequently, we identify the quantities $x_{1}, x_{2}$, and $\lambda$ as follows: We put $x_{1}=A_{1}, x_{2}=A_{0}\left(A_{2}^{\prime}=A_{2}, A_{3}^{\prime}=A_{3}\right)$, $\cosh \lambda=\gamma$, and $\sinh \lambda=-\beta \gamma$. It follows that $\lambda=\operatorname{arc}$ $\sinh (-\beta \gamma)$. If we consider the 4 -momentum, then we additionally put $k=m_{0}^{2} c^{4}$. Let us consider the nonlinear system [Eq. (2.6)]. Let $x_{1}=x$ and $x_{2}=c t$. Instead of $x^{2}-c^{2} t^{2}=x_{0}^{2}-c t_{0}^{2}$, we have

$$
\begin{equation*}
x^{2}-c^{2} t^{2}=\frac{\left(x_{0}^{2}-c^{2} t_{0}^{2}\right) k \exp (2 k \mu)}{\left(x_{0}^{2}-c^{2} t_{0}^{2}\right)(1-\exp (2 k \mu))+k} \tag{3.3}
\end{equation*}
$$

The properties of this solution have been widely discussed in Sec. 2. Now let $x_{1}=p_{x} c$ and $x_{2}=E$. In the theory of special relativity we have $E^{2}-p^{2} c^{2}=m_{0}^{2} c^{4}$. The nonlinear system describes a "dissipative system" (damping terms), i.e., the divergence of the vector field $Y$ does not vanish. We obtain $\operatorname{div} Y=2\left(x_{1}^{2}-x_{2}^{2}+k\right)+2\left(x_{1}^{2}-x_{2}^{2}\right)$. However, as $\mu \rightarrow \infty$, the system is no longer dissipative and it is described by $\dot{x}_{1}=x_{2}, \dot{x}_{2}=x_{1}$. Hence we describe an open system with energy or matter entering or leaving the system. Whether energy (or matter) enters or leaves the system depends on the form of the functions $f_{1}$ and $f_{2}$. Note that the scalar product of $Y$ is given by $E^{2}-p_{x}^{2} c^{2}+\left(E^{2}-p_{x}^{2} c^{2}\right)\left(E^{2}-p_{x}^{2} c^{2}-m_{0}^{2} c^{4}\right)$.
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#### Abstract

The problem of deducing the statistical structure of a localized random source $\rho(r)$ of the reduced wave equation from measurements of the field external to the source is addressed for the case when the measurements yield the autocorrelation function of the field at all pairs of points exterior to the source volume and the quantity to be determined is the source's autocorrelation function $R_{\rho}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=\left\langle\rho^{*}\left(\mathbf{r}_{1}\right) \rho\left(\mathbf{r}_{2}\right)\right\rangle$. This problem is shown to be equivalent to that of determining $R_{\rho}$ from the autocorrelation function of the field's radiation pattern and is found, in general, not to admit a unique solution due to the possible existence of nonradiating sources within the source volume. Notable exceptions are the class of delta correlated (incoherent) sources whose intensity profiles are shown to be uniquely determined from the data and the class of quasihomogeneous sources whose coherence properties can be determined if their intensity profiles are known and vice versa.


## 1. INTRODUCTION

An inverse problem of interest in optics and acoustics is that of deducing a deterministic source $\rho(\mathbf{r})$ of the reduced wave equation

$$
\begin{equation*}
\left(\nabla^{2}+k_{0}^{2}\right) \psi(\mathbf{r})=-4 \pi \rho(\mathbf{r}) \tag{1.1}
\end{equation*}
$$

from measurements of the field $\psi$ at points external to the region of localization $V$ of the source. In the most favorable case $\psi$ will be exactly known everywhere outside $V$. In this case the inverse problem reduces to that of determining $\rho(\mathbf{r})$ from the value of its Fourier transform

$$
\begin{equation*}
\tilde{\rho}(\mathbf{k})=\int_{V} d^{3} r \rho(\mathbf{r}) e^{-i \mathbf{k} \cdot \mathbf{r}} \tag{1.2}
\end{equation*}
$$

evaluated in $\mathbf{k}$ space on the surface of a sphere centered at the origin ( $\mathbf{k}=\mathbf{0}$ ) and of radius $k_{0}$. This conclusion follows from the fact that $\psi(\mathbf{r})$ is uniquely determined everywhere outside $V$ by its radiation pattern, ${ }^{1}$ which, in turn, is equal ${ }^{2}$ to the above stated boundary value of the sources transform; i.e.,

$$
\begin{equation*}
\psi(\mathbf{r}) \sim \tilde{\rho}\left(k_{0} \hat{\mathbf{r}}\right) e^{i k_{1} r} / r, \quad\left(k_{0} r \rightarrow \infty\right) \tag{1.3}
\end{equation*}
$$

where $\hat{\mathbf{r}}=\mathbf{r} / r$.
The inverse problem described above does not admit a unique solution due to the possible existence of so-called nonradiating sources ${ }^{3}$ within the source volume. Such sources possess Fourier transforms which vanish identically when $|\mathbf{k}|=k_{0}$ and thus produce fields which vanish everywhere outside their region of localization. It follows that solutions to the inverse source problem can be determined only up to an unknown additive nonradiating part which must be specified by information other than field data.

In many applications the source $\rho(\mathbf{r})$ and, hence, the field $\psi(\mathbf{r})$ will not be deterministic (i.e., perfectly coherent) but rather will be realizations of random processes that are characterized by the source autocorrelation function ${ }^{4}$

[^8]\[

$$
\begin{equation*}
R_{\rho}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=\left\langle\rho^{*}\left(\mathbf{r}_{1}\right) \rho\left(\mathbf{r}_{2}\right)\right\rangle \tag{1.4}
\end{equation*}
$$

\]

and higher order moments. Within this context of "random sources" the inverse problem becomes that of deducing the statistical structure of the source from physically realizable measurements of the radiated field.

In this paper we address the inverse problem for random sources for the case when the measurements yield the autocorrelation function ${ }^{5}$ of the field

$$
\begin{equation*}
\Gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=\left\langle\psi^{*}\left(\mathbf{r}_{1}\right) \psi\left(\mathbf{r}_{2}\right)\right\rangle \tag{1.5}
\end{equation*}
$$

at all pairs of points exterior to the source volume and the quantity to be determined is the source's autocorrelation function $R_{\rho}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$. In Sec. 2 it is shown that the autocorrelation function of the field is uniquely determined everywhere outside the source region by the autocorrelation function of the radiation pattern and vice-versa. This latter quantity is shown to be equal to the (six-dimensional) Fourier spectrum of the source autocorrelation function ${ }^{6}$

$$
\begin{equation*}
\Phi\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)=\left\langle\tilde{\rho}^{*}\left(\mathbf{k}_{1}\right) \tilde{\rho}\left(\mathbf{k}_{2}\right)\right\rangle \tag{1.6}
\end{equation*}
$$

evaluated on the four-dimensional surface $\left|\mathbf{k}_{1}\right|=\left|\mathbf{k}_{2}\right|$
$=k_{0}$. The inverse problem for random sources is thus found to reduce to that of determining $\Phi\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)$ [and, hence, $\left.R_{\rho}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)\right]$ from its boundary value on the surface $\left|\mathbf{k}_{1}\right|=\left|\mathbf{k}_{2}\right|=k_{0}$.

It is shown in Sec. 3 that it is not possible in general to uniquely determine the spectrum $\phi\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)$ from its boundary value as determined by the autocorrelation function of the radiation pattern. Thus, like its deterministic counterpart, the inverse problem for random sources does not in general admit a unique solution. A notable exception is found to be the class of delta correlated sources for which the intensity profile $\left.\left.\langle | \rho(\mathbf{r})\right|^{2}\right\rangle$ can be uniquely determined from the known boundary value of $\Phi\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)$.

Finally, in Sec. 4, the inverse problem is formulated for so-called quasihomogeneous sources. ${ }^{7}$ These sources are locally statistically homogeneous and are characterized by an autocorrelation function which factors into the product of the intensity profile of the source with a normalized autocor-
relation function $g\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right)$ of a strictly statistically homogeneous source. It is shown for such sources that if either the intensity profile or the normalized autocorrelation function $g\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right)$ is known, the other can be uniquely determined from the autocorrelation function of the radiation pattern.

## 2. FORMULATION OF THE INVERSE PROBLEM

Throughout this paper we shall restrict our attention to that class of random sources whose realizations $\rho(\mathrm{r})$ are piecewise continuous and localized within a volume $V$ which, for convenience, we take to be a sphere of radius $R_{0}$ centered at the origin. The field generated by any such realization is identified with that particular solution of Eq. (1.1) which behaves as an outgoing spherical wave at infinity, i.e., such that

$$
\begin{equation*}
\psi(\mathbf{r}) \sim \hat{\psi}(\hat{\mathbf{r}}) e^{i k_{0} r} / r, \quad\left(k_{0} r \rightarrow \infty\right) \tag{2.1}
\end{equation*}
$$

where $\hat{\psi}(\hat{r})$ is the radiation pattern of the field evaluated in the direction $\hat{r}$ of the field point $\mathbf{r}=\boldsymbol{r} \hat{\mathbf{r}}$. The appropriate solution of Eq. (1.1) satisfying the asymptotic condition (2.1) is

$$
\begin{equation*}
\psi(\mathbf{r})=\int_{V} d^{3} r^{\prime} \rho\left(\mathbf{r}^{\prime}\right) e^{i k_{0}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} /\left|\mathbf{r}-\mathbf{r}^{\prime}\right| \tag{2.2}
\end{equation*}
$$

It is easily verified that the field given in Eq. (2.2) satisfies the asymptotic condition (2.1) with the radiation pattern given by

$$
\begin{equation*}
\hat{\psi}(\hat{\mathbf{r}})=\int_{V} d^{3} r^{\prime} \rho\left(\mathbf{r}^{\prime}\right) e^{-i k_{0} \hat{r} \cdot \mathbf{r}^{\prime}}=\tilde{\rho}\left(k_{0} \hat{\mathbf{r}}\right) \tag{2.3}
\end{equation*}
$$

As mentioned in the Introduction the radiation pattern $\hat{\psi}(\hat{\mathbf{r}})$ not only yields information about the far field but, in fact, uniquely specifies $\psi(\mathbf{r})$ everywhere outside the source volume and vice versa. ${ }^{2}$ This one-to-one correspondence between the radiation pattern and the value of the field outside $V$ is extremely important for the inverse problem and, thus, will now be established with the aid of the well-known multipole expansion of the field. This expansion, which can be obtained by expanding the Green function appearing in Eq. (2.2) into a series of spherical wave eigenfunctions of the reduced wave equation, converges everywhere outside $V$ (i.e., for $r>R_{0}$ ) and is given by ${ }^{8}$

$$
\begin{equation*}
\psi(\mathbf{r})=\sum_{n=0}^{\infty} \sum_{m=-n}^{n} a_{n}^{m} h_{n}\left(k_{0} r\right) Y_{n}^{m}(\theta, \phi) \tag{2.4}
\end{equation*}
$$

Here $h_{n}\left(k_{0} r\right)$ is the spherical Hankel function of the first kind of order $n, Y_{n}^{m}(\theta, \phi)$ is the spherical harmonic of degree $n$ and order $m$, and $(r, \theta, \phi)$ are the spherical polar coordinates of the field point $\mathbf{r}$. The expansion coefficients (multipole moments) $a_{n}^{m}$ can be determined from the value of the field given over the surface of a sphere of radius $R>R_{0}$ by means of the formula

$$
\begin{equation*}
a_{n}^{m}=\frac{1}{h_{n}\left(k_{0} R\right)} \int_{-\pi}^{\pi} d \phi \int_{0}^{\pi} d \theta \sin \theta \psi(R \hat{\mathbf{r}}) Y_{n}^{m^{*}}(\theta, \phi) \tag{2.5}
\end{equation*}
$$

It follows from Eqs. (2.4) and (2.5) that there is a one-to-one correspondence between the set of multipole moments $\left\{a_{n}^{m}\right\}(n=0,1, \ldots ; m=-n,-n+1, \ldots, n)$ and the value of the field specified at all points lying outside the
source volume. Moreover, by asymptotically expanding both sides of Eq. (2.4) we find that

$$
\begin{equation*}
\hat{\psi}(\hat{\mathbf{r}})=\frac{1}{k_{0}} \sum_{n=0}^{\infty} \sum_{m=-n}^{n} a_{n}^{m} Y_{n}^{m}(\theta, \phi), \tag{2.6}
\end{equation*}
$$

from which we conclude that there is also a one-to-one correspondence between the set of multipole moments and the radiation pattern and, hence, between the radiation pattern and the value of the field at all points lying outside $V$.

The deterministic inverse source problem is that of deducing the source $\rho\left(\mathbf{r}^{\prime}\right)$ from the field $\psi(\mathbf{r})$ specified everywhere outside the source volume. This problem thus consists mathematically of solving the integral equation (2.2) for $\rho\left(\mathbf{r}^{\prime}\right)$ in terms of the value of $\psi(\mathbf{r})$ specified everywhere outside $V$. However, the one-to-one correspondence between the value of the field outside $V$ and the radiation pattern shows that this problem is equivalent to that of determining the source transform $\tilde{\rho}(\mathbf{k})$ for all values of the wave vector $\mathbf{k}$ from its boundary value $\tilde{\rho}\left(k_{0} \hat{\mathbf{r}}\right)$ as given by the radiation pattern via Eq. (2.3).

When the source $\rho(\mathbf{r})$ is a random process the inverse problem becomes that of deducing the statistical structure of this process from physically realizable field measurements performed exterior to the source region. In practice, especially at optical frequencies, the field measurements will consist of interference experiments from which the autocorrelation function $\Gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ [cf. Eq. (1.5)] can be determined. In the ideal case, which we address here, $\Gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ will be known for all pairs of points lying outside the source volume. It is natural then to define the inverse problem for random sources to be that of deducing the source autocorrelation from this information. Mathematically, this consists of solving the integral equation

$$
\begin{align*}
\Gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)= & \int_{V} d^{3} r_{1}^{\prime} \int_{V} d^{3} r_{2}^{\prime} R_{\rho}\left(\mathbf{r}_{1}^{\prime}, \mathbf{r}_{2}^{\prime}\right) \\
& \times \frac{e^{i k_{1}\left|\mathbf{r}_{2}-\mathbf{r}_{2}^{\prime}\right|}}{\left|\mathbf{r}_{2}-\mathbf{r}_{2}^{\prime}\right|} \cdot \frac{e^{-i k_{1}\left|\mathbf{r}_{1}-\mathbf{r}_{1}^{\prime}\right|}}{\left|\mathbf{r}_{1}-\mathbf{r}_{1}^{\prime}\right|} \tag{2.7}
\end{align*}
$$

for $R_{\rho}\left(\mathbf{r}_{1}^{\prime}, \mathbf{r}_{2}^{\prime}\right)$ in terms of $\Gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ given for all pairs of points outside $V$, and thus is completely analogous to the deterministic problem of inverting Eq. (2.2) for $\rho\left(\mathbf{r}^{\prime}\right)$ given $\psi(\mathbf{r})$ everywhere outside $V$.

It follows from Eqs. (2.4) and (2.5) that the autocorrelation function of the field at all pairs of points external to the source region is uniquely specified by the various statistical moments $\left\langle a_{n}^{m^{*}} a_{n^{\prime}}^{m^{\prime}}\right\rangle$ and vice versa. In virtue of Eq. (2.6) a similar one-to-one correspondence exists between these statistical moments and the autocorrelation function $\left\langle\hat{\psi}^{*}\left(\hat{\mathbf{r}}_{1}\right) \hat{\psi}\left(\hat{\mathbf{r}}_{2}\right)\right\rangle$ of the radiation pattern. We conclude then that the autocorrelation function of the field is uniquely determined everywhere outside the source volume by the autocorrelation function of the radiation pattern and vice versa. It follows that the inverse problem for random sources reduces, in analogy to its deterministic counterpart, to that of deducing the autocorrelation function of the source from the autocorrelation function of the radiation pattern.

A more complete analogy between the deterministic and random inverse source problems is obtained by intro-
ducing the sixfold Fourier transform of the source autocorrelation function

$$
\begin{equation*}
\Phi\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)=\int d^{3} r_{1} \int d^{3} r_{2} R_{\rho}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) e^{-i\left(\mathbf{k}_{2} \cdot \mathbf{r}_{2}-\mathbf{k}_{1} \cdot \mathbf{r}_{1}\right)} \tag{2.8}
\end{equation*}
$$

This quantity is readily shown to be equal to the autocorrelation function of the Fourier transform of the source

$$
\begin{equation*}
\Phi\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)=\left\langle\tilde{\rho}^{*}\left(\mathbf{k}_{1}\right) \tilde{\rho}\left(\mathbf{k}_{2}\right)\right\rangle \tag{2.9}
\end{equation*}
$$

The inverse problem for random sources thus becomes that of deducing $\Phi\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)$ for all values of the wave vectors $\mathbf{k}_{1}, \mathbf{k}_{2}$ from its boundary value

$$
\begin{equation*}
\Phi\left(k_{0} \hat{\mathbf{r}}_{1}, k_{0} \hat{\mathbf{r}}_{2}\right)=\left\langle\hat{\psi}^{*}\left(\mathbf{r}_{1}\right) \psi\left(\mathbf{r}_{2}\right)\right\rangle \tag{2.10}
\end{equation*}
$$

as given by the autocorrelation function of the radiation pattern.

## 3. NONUNIQUENESS IN THE INVERSE PROBLEM

In both the deterministic and random inverse source problems the data has lower dimensionality than what is required to uniquely specify the source in question. For example, in the deterministic case the data consists of the prescription of an unknown function $\tilde{\rho}(\mathbf{k})$ of three variables (say the Cartesian components of $\mathbf{k}$ ) on the two-dimensional surface $|\mathbf{k}|=k_{0}$. It is not possible to uniquely continue $\tilde{\rho}(\mathbf{k})$ from its boundary value over such a two-dimensional surface even for the class of sources considered here (localized and continuous) whose transforms are entire analytic functions of $\mathbf{k} .{ }^{9}$ In particular, the entire function $\tilde{\rho}(\mathbf{k})$ is uniquely specified for all values of $\mathbf{k}$ if and only if it is specified over a finite volume element in $\mathbf{k}$ space, ${ }^{10}$ i.e., over a three-dimensional region. The data in the deterministic inverse source problem specifies $\tilde{\rho}(\mathbf{k})$ only over a two-dimensional surface and, thus, is not sufficient to uniquely determine this quantity for all values of $k$.

A similar situation prevails in the inverse problem for random sources. In this case the data is a prescription of the entire analytic function $\Phi\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)$ of six variables over the four dimensional surface $\left|\mathbf{k}_{1}\right|=\left|\mathbf{k}_{2}\right|=k_{0}$ while unique determination requires that it be specified over a finite volume element in $\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)$ space, i.e., over a six-dimensional region.

Examples of deterministic sources that are not uniquely specified from their values on the surface $|\mathbf{k}|=k_{0}$ are provided by the class of so-called nonradiating sources. ${ }^{3}$ These sources are readily constructed by applying the operator ( $\nabla^{2}+k_{0}^{2}$ ) to any thrice differentiable function $Q(r)$ localized within $V$. In particular the source

$$
\begin{equation*}
\rho_{\text {N.R. }}(\mathbf{r})=\left(\nabla^{2}+k_{0}^{2}\right) Q(\mathbf{r}) \tag{3.1}
\end{equation*}
$$

possesses the Fourier transform

$$
\begin{align*}
\tilde{\rho}_{\text {N.R. }}(\mathbf{k}) & =\int d^{3} r\left[\left(\nabla^{2}+k_{0}^{2}\right) Q(\mathbf{r})\right] e^{-\mathbf{k} \mathbf{k} \cdot \mathbf{r}} \\
& =-\left(k^{2}-k_{0}^{2}\right) \widetilde{Q}(\mathbf{k}) \tag{3.2}
\end{align*}
$$

with $\widetilde{Q}(\mathbf{k})$ being the Fourier transform of $Q(\mathbf{r})$. It is seen from Eq. (3.2) that irrespective of the choice of the function $Q(r)$ the source transform $\tilde{\rho}_{\text {N.R. }}(\mathbf{k})$ vanishes when $|\mathbf{k}|=k_{0}$. The class of nonradiating sources thus possess transforms which are identical on the surface $|\mathbf{k}|=k_{0}$ (namely, zero) but are
rather arbitrary for values of $\mathbf{k}$ not on this surface.
The fact that a nonradiating source $\rho_{\text {N.R. }}$ ( $\mathbf{r}$ ) possesses a transform which vanishes when $|\mathbf{k}|=k_{0}$ means that it generates a field which vanishes identically outside its region of localization. It follows that the deterministic sources $\rho(\mathbf{r})$ and $\rho(\mathbf{r})+\rho_{\text {N.R. }}(\mathbf{r})$ produce identical fields outside $V$ and, hence, are both solutions to the same inverse source problem. The lack of uniqueness of solutions to the deterministic inverse source problem can thus be viewed as being due to the possible existence of nonradiating sources within the source volume. ${ }^{11}$

The lack of uniqueness of solutions to the random inverse source problem can likewise be be attributed to the possible existence of nonradiating sources within the source volume. In this case the function $Q(\mathbf{r})$ appearing in Eq. (3.1) is chosen to be a member of a random ensemble of thrice differentiable functions localized within $V$. The six-dimensional Fourier spectrum of the autocorrelation function of the random source

$$
\begin{equation*}
\rho^{\prime}(\mathbf{r})=\rho(\mathbf{r})+\rho_{\mathrm{N} . \mathrm{R} .}(\mathbf{r}) \tag{3.3}
\end{equation*}
$$

is found to be

$$
\begin{align*}
\Phi^{\prime}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)= & \left\langle\tilde{\rho}^{*}\left(\mathbf{k}_{1}\right) \tilde{\rho}\left(\mathbf{k}_{2}\right)\right\rangle+\left\langle\tilde{\rho}^{*}\left(\mathbf{k}_{1}\right) \tilde{\rho}_{\mathrm{N} . \mathrm{R} .}\left(\mathbf{k}_{2}\right)\right\rangle \\
& +\left\langle\tilde{\rho}_{\mathrm{N} . \mathbf{R} .}^{*}\left(\mathbf{k}_{1}\right) \tilde{\rho}\left(\mathbf{k}_{2}\right)\right\rangle+\left\langle\tilde{\rho}_{\mathrm{N} . \mathrm{R} .}\left(\mathbf{k}_{1}\right) \tilde{\rho}_{\mathrm{N} . \mathbf{R} .}\left(\mathbf{k}_{2}\right)\right\rangle \\
= & \Phi\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)-\left(k_{2}^{2}-k_{0}^{2}\right)\left\langle\tilde{\rho}^{*}\left(\mathbf{k}_{1}\right) \widetilde{Q}\left(\mathbf{k}_{2}\right)\right\rangle \\
& -\left(k_{1}^{2}-k_{0}^{2}\right)\left\langle\widetilde{Q}^{*}\left(\mathbf{k}_{1}\right) \tilde{\rho}\left(\mathbf{k}_{2}\right)\right\rangle \\
& +\left(k_{1}^{2}-k_{0}^{2}\right)\left(k_{2}^{2}-k_{0}^{2}\right)\left\langle\widetilde{\left.Q^{*}\left(\mathbf{k}_{1}\right) \widetilde{Q}\left(\mathbf{k}_{2}\right)\right\rangle .}\right. \tag{3.4}
\end{align*}
$$

We conclude that
$\left.\Phi^{\prime}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)\right|_{\left|\mathbf{k}_{1}\right|=\left|\mathbf{k}_{2}\right|=k_{0}}=\left.\boldsymbol{\Phi}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)\right|_{\left|\mathbf{k}_{1}\right|=\left|\mathbf{k}_{2}\right|=k_{1},}$
independent of the statistical structure of the random pro$\operatorname{cess} Q(\mathbf{r})$. Thus, the two random sources $\rho(\mathbf{r})$ and $\rho^{\prime}(\mathbf{r})$ generate fields possessing identical autocorrelation functions outside $V$ and, thus, are both solutions to the same inverse problem. ${ }^{12}$

The discussion presented above assumes, of course, that the only information available concerning the unknown source is that generated by field measurements performed exterior to the source volume. If field measurements are allowed internal to the source region or if additional information is available which reduces the dimensionality of the source, then the inverse problem may possess a unique solution.

An example of the latter situation is provided by the class of incoherent sources. These sources possess autocorrelation functions of the form

$$
\begin{equation*}
R_{\rho}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=I\left(\mathbf{r}_{1}\right) \delta\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right) \tag{3.6}
\end{equation*}
$$

where $I\left(\mathbf{r}_{1}\right)$ is a continuous, nonnegative function called the "intensity profile" of the source and $\delta\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right)$ is the threedimensional Dirac delta function. The Fourier transform of $R_{\rho}\left(\mathbf{r}_{1}, \mathrm{r}_{2}\right)$ is found to be
$\boldsymbol{\Phi}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)=\int_{V} d^{3} r_{1} I\left(\mathbf{r}_{1}\right) e^{-i\left(\mathbf{k}_{2}-\mathbf{k}_{1}\right) \mathbf{r}_{1}}=\tilde{I}\left(\mathbf{k}_{2}-\mathbf{k}_{1}\right)$.
It is seen from Eq. (3.7) that an incoherent source is characterized by an entire analytic function $\tilde{I}(\mathbf{k})$ of only three variables. Moreover,

$$
\begin{equation*}
\Phi\left(k_{0} \hat{\mathbf{r}}_{1}, k_{0} \hat{\mathbf{r}}_{2}\right)=\tilde{I}\left[k_{0}\left(\hat{\mathbf{r}}_{2}-\hat{\mathbf{r}}_{1}\right)\right], \tag{3.8}
\end{equation*}
$$

which shows that $\tilde{I}(\mathbf{k})$ is specified for all values of $\mathbf{k}$ lying within a sphere of radius $2 k_{0}$ by the autocorrelation function of the radiation pattern. It follows that $\tilde{I}(\mathbf{k})$ is, in principle, completely determined (e.g., by analytic continuation) so that the inverse problem for incoherent sources admits a unique solution.

## 4. QUASIHOMOGENEOUS SOURCES

The concept of a quasihomogeneous source ${ }^{7}$ is a natural generalization of the concept of statistical homogeneity to include sources of finite extent. The term "statistically homogeneous" is, of course, used to denote multidimensional, stationary random processes which, by definition, cannot be localized to a finite region. Carter and Wolf ${ }^{7}$ argued, however, that many physical sources behave locally as though they were statistically homogeneous and thus have autocorrelation functions that can be approximated as follows:

$$
\begin{equation*}
R_{\rho}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=I\left[\frac{1}{2}\left(\mathbf{r}_{1}+\mathbf{r}_{2}\right)\right] g\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right) \tag{4.1}
\end{equation*}
$$

The function $g(r)$ is a measure of the spatial coherence of the source and is assumed to be appreciably different from zero only for values of its argument $\mathbf{r}=\mathbf{r}_{2}-\mathbf{r}_{1}$ lying in some domain $D$ which is much smaller than the source volume $V$. The quantity $I(\mathbf{R})$, called the source intensity, is assumed to be nonnegative, is a slowly varying function of its argument $\mathbf{R}=\frac{1}{2}\left(\mathbf{r}_{1}+\mathbf{r}_{2}\right)$ over the source volume $V$ and vanishes outside this region. In addition, $I(\mathbf{R})$ is assumed to be essentially constant over the volume of coherence $D$. Sources having autocorrelation functions that can be approximated by the above model are called quasihomogeneous.

Substituting Eq. (4.1) into Eq. (2.8) yields the following expression for the sixfold Fourier transform of the autocorrelation function of a quasihomogeneous source:

$$
\begin{align*}
\Phi\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)= & \int d^{3} r_{1} \int d^{3} r_{2} I\left[\frac{1}{2}\left(\mathbf{r}_{1}+\mathbf{r}_{2}\right)\right] \\
& \times g\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right) e^{-i\left(\mathbf{k}_{2} \cdot \mathbf{r}_{2}-\mathbf{k}_{1} \cdot \mathbf{r}_{1}\right)} \tag{4.2}
\end{align*}
$$

The above expression is simplified considerably by changing the variables of integration from $\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ to the $(\mathbf{R}, \mathbf{r})$ variables defined above. Performing this change of variables yields ${ }^{13}$

$$
\begin{align*}
\Phi\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)= & \int d^{3} R \int d^{3} r I(\mathbf{R}) g(\mathbf{r}) \\
& \times e^{-i\left\{\left(\mathbf{k}_{>}-\mathbf{k}_{1}\right) \cdot \mathbf{R}+\left[\frac{\mathbf{k}_{1}+\mathbf{k}_{2}}{2}\right] \cdot \mathbf{r}\right\}} \\
= & \tilde{I}(\mathbf{k}) \tilde{g}(\mathbf{K}) \tag{4.3}
\end{align*}
$$

where we have introduced the wave vectors

$$
\begin{equation*}
\mathbf{k}=\mathbf{k}_{2}-\mathbf{k}_{1}, \quad \mathbf{K}=\frac{1}{2}\left(\mathbf{k}_{1}+\mathbf{k}_{2}\right) \tag{4.4}
\end{equation*}
$$

and where $\tilde{I}(\mathbf{k})$ and $\tilde{g}(\mathbf{K})$ are the Fourier transforms of $I(\mathbf{R})$ and $g(\mathrm{r})$ respectively.

The data for the inverse problem specifies $\Phi\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)$ on the boundary $\left|\mathbf{k}_{1}\right|=\left|\mathbf{k}_{2}\right|=k_{0}$. It follows from Eqs. (4.4) that this surface corresponds to the boundary

$$
\begin{equation*}
k^{2}+4 K^{2}=4 k_{0}^{2} \tag{4.5}
\end{equation*}
$$

in ( $\mathbf{k}, \mathbf{K}$ ) space. The inverse problem for quasihomogeneous


FIG. 1. Young's interference experiment. The autocorrelation function of the radiation pattern in the directions $\hat{\mathbf{r}}_{1}, \hat{\mathbf{r}}_{2}$ is determined by measuring the fringes in the vicinity of the point $P$ on the observation screen.
sources can thus be stated as follows: determine an intensity profile $I(\mathbf{R})$ and coherence function $g(\mathbf{r})$ having Fourier transforms $\tilde{I}(\mathbf{k})$ and $\tilde{g}(\mathbf{K})$, respectively, the product of which assumes a specified value (equal to the autocorrrelation function of the radiation pattern) for all values of $(\mathbf{k}, \mathbf{K})$ lying on the boundary defined in Eq. (4.5).

The uniqueness question in the inverse problem for quasihomogeneous sources is complicated considerably by the requirements that the spectrum $\Phi\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)$ be factorizable in the form required by Eq. (4.3) and that the transforms $I(\mathbf{R})$ and $g(\mathbf{r})$ of the two factors $\tilde{I}(\mathbf{k})$ and $\tilde{g}(\mathbf{K})$, respectively, possess the properties described earlier. If, however, we restrict our attention to sources for which the two functions $\tilde{I}(\mathbf{k})$ and $\tilde{g}(\mathbf{K})$ are analytic and for which one of these two functions is known, then it is not difficult to show that the inverse problem admits a unique solution. For example, if $\tilde{I}(\mathbf{k})$ is known, then we conclude from the statement of the inverse problem given above that $\tilde{g}(\mathbf{K})$ can be determined over a volume element in $\mathbf{K}$ space, namely for all values of $\mathbf{K}$ lying within the sphere, centered at $K=0$, and of radius $k_{0}$. Analyticity of $\tilde{g}(\mathbf{K})$ then allows this quantity to be determined everywhere by analytic continuation.

The situation considered above where either the intensity profile $I(\mathbf{R})$ or coherence function $g(r)$ is known is of great interest both because it occurs frequently in practice and because for such cases the unknown source function [either $\tilde{I}(\mathbf{k})$ or $\tilde{g}(\mathbf{K})$ ] can be readily determined from far field interference experiments. To see this, let us consider a Young's interference experiment ${ }^{14}$ performed on the surface of a sphere of radius $R$ as illustrated in Fig. 1. The interference fringes observed in the vicinity of the central point $P$ on the observation screen allows one to determine the spatial coherence function of the field at the points $P_{1}, P_{2}$ in the aperture plane. In the wave zone ( $k_{0} R \rightarrow \infty$ ) this coherence function is proportional to the autocorrelation function of the radiation pattern evaluated in the directions $\hat{\mathbf{r}}_{1}$ and $\hat{\mathbf{r}}_{2}$ so that from this experiment we determine ${ }^{15}$

$$
\begin{equation*}
\tilde{I}\left[k_{0}\left(\hat{\mathbf{r}}_{2}-\hat{\mathbf{r}}_{1}\right)\right] \tilde{g}\left[k_{0}\left(\frac{\hat{\mathbf{r}}_{1}+\hat{\mathbf{r}}_{2}}{2}\right)\right]=\left\langle\hat{\psi}^{*}\left(\hat{\mathbf{r}}_{1}\right) \hat{\psi}\left(\hat{\mathbf{r}}_{2}\right)\right\rangle \tag{4.6}
\end{equation*}
$$

By varying the locations of the pinholes at points $P_{1}, P_{2}$ the wave vector $\mathbf{k}=k_{0}\left(\hat{\mathbf{r}}_{2}-\hat{\mathbf{r}}_{1}\right)$ can be made to assume all values within a sphere of radius $2 k_{0}$ while the wave vector
$\mathbf{K}=k_{0}\left(\hat{\mathbf{r}}_{1}+\hat{\mathbf{r}}_{2}\right) / 2$ can be made to assume all values within a sphere of radius $k_{0}$. It follows that at the very least a bandlimited approximation to one of the functions can be determined if the other is known. When applied to the problem of determining the intensity profile of a source of known coherence, the procedure is quite analogous to that used in determining the intensity profile of stellar sources by means of the Michelson stellar interferometer. ${ }^{16}$ This latter procedure requires, however, that the stellar source be approximated by a planar, incoherent source so that the Van Cittert-Zernike theorem can be applied, ${ }^{17}$ whereas in the procedure outlined above it is only necessary to assume that the stellar source can be approximated by a quasihomogeneous source of known coherence properties.
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We apply the general formulation of the theory of extended systems developed previously to the case of a relativistic string in an external field. This problem is relevant for the construction of models of strongly interacting particles. When the external field is static and uniform, explicit solutions are presented and classified according to their symmetry properties.

## I. INTRODUCTION AND SUMMARY

In a previous paper, ${ }^{1}$ hereafter referred to as I, we presented a general formulation of the theory of relativistic systems that are extended in space under the influence of an external field. Following that approach, in this article we study in detail the motion of a relativistic string in an external generalized Maxwell field. The relevance of the classical solutions to this problem for the physics of strongly interacting particles was emphasized in I. For instance, mesonic resonances are usually associated with the states of motion of strings with open ends and the amplitudes of the dual models can be reproduced by fusion and fission of such objects. ${ }^{2}$ A closed string, carrying the same quantum numbers as the vacuum, has a special status in the string picture of hadrons and is most suitable for describing the nonresonant background of strong interactions ${ }^{2,3}$ (the Pomeron). In the framework of relativistic field theory, the strings were also interpreted as the relativistic counterpart of the magnetic flux lines (vortices) found in the study of type II superconductors. ${ }^{4,5}$ This latter interpretation of dual strings is based on a rather general and deep analogy between spontaneously broken gauge theories and the theory of superconductivity. ${ }^{6}$ This observation suggests a physical picture of quark confinement in which an extended object is kept in equilibrium against the pressure of a surrounding charged superfluid. ${ }^{4,6}$ In the field theoretical formulation these extended stringlike or baglike objects are viewed as domains embedded in a mass-inducing vacuum and constitute most suitable traps for the hadron constituents.

The above arguments are enough to motivate a deeper investigation of the classical foundation of the string theory, and this is the main purpose of this paper.

Our formulation is geometric: It solves in a natural way the problem of isolating the dynamical degrees of freedom of the string and applies equally well to extended objects of higher dimensionality ${ }^{1,7}$ (membranes).

Let us recall from I that the evolution of the string is completely described by the following pair of dynamical equations

[^9]\[

$$
\begin{align*}
& \rho\left(\frac{\partial u}{\partial t}+v w-N^{2} k\right)=c F_{n} N  \tag{1.1a}\\
& \rho\left(\frac{\partial w}{\partial t}-v u\right)=c F_{b} N \tag{1.1b}
\end{align*}
$$
\]

where

$$
\begin{align*}
& F_{n}=-\left(1-u^{2}\right) E_{b}-u w E_{n}-B w,  \tag{1.2a}\\
& F_{b}=\left(1-w^{2}\right) E_{n}+u w E_{b}+B u . \tag{1.2b}
\end{align*}
$$

Here $k$ is the curvature of the string, $\bar{l}, \bar{n}$, and $\bar{b}$ are the unit tangent, normal, and binormal vectors respectively, and $v$ is the normal angular velocity of the osculating plane:

$$
\begin{equation*}
v=\bar{n} \cdot \frac{\partial \bar{b}}{\partial t} . \tag{1.3}
\end{equation*}
$$

The velocity of the string is expressed as

$$
\begin{equation*}
\bar{v}=u \bar{n}+w \bar{b}, \tag{1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
N=\left(1-|\bar{v}|^{2}\right)^{1 / 2} \tag{1.5}
\end{equation*}
$$

Furthermore the dual 1 -form of the external field is given by

$$
\begin{equation*}
* F=B d x^{\circ}-\sum_{i=1}^{3} E^{i} d x^{i} \tag{1.6}
\end{equation*}
$$

Finally $\rho$ and $c$ are the generalized mass and generalized charge of the string, respectively. In this paper we discuss the case in which ${ }^{*} F$ is a given constant 1 -form, corresponding to a uniform, static external field. This constant 1 -form defines a family of parallel hyperplanes. If the normal to these hyperplanes is spacelike, $\left({ }^{*} F\right)^{2}>0$ and we shall call the field "electric." It can be made purely electric by a suitable Lorentz transformation. If the normal is timelike, $\left({ }^{*} F\right)^{2}<0$ and we shall call the field "magnetic." In the latter case * $F$ constitutes a Lorentz frame. In that frame the field is purely magnetic ( $\bar{E}=0$ ). The energy of the string, defined only for a closed string, was found to be ${ }^{1}$
$\mathscr{E}=\rho \int_{S^{\prime}} \frac{\mu_{\gamma}}{N}+c \int_{\Sigma} \bar{E} \cdot d \bar{\Sigma}=\rho \int_{S_{1}} \frac{\mu_{\gamma}}{N}+c \bar{m} \cdot \bar{E}$.
Here $\mu_{\gamma}$ is the canonical measure of the metric $\gamma$ induced on $S^{1}$, the topological model of the closed string and $\Sigma$ is any surface having the string $\bar{x}\left(S^{1}\right)$ as boundary at a given time. Furthermore, we have expressed the potential energy of the
string in terms of the moment

$$
\begin{equation*}
\bar{m}=\frac{1}{2} \int_{x\left(S^{\prime}\right)} \bar{x} \times d \bar{l} \tag{1.8}
\end{equation*}
$$

In the following we shall study string configurations possessing a symmetry group. A "symmetry group" of the string is a subgroup $P^{\prime}$ of the Poincaré group, leaving the world track of the string invariant. In terms of the embedding $\xi: K \rightarrow R^{4}$, where $K \cong R \times M$ is the topological model of the world track (cf. I), we shall call $\xi$ invariant under $P^{\prime}$ iff

$$
\forall p^{\prime} \in P^{\prime} \exists f \in \mathscr{D}+(K): p \circ \xi=\xi \circ f
$$

where $\mathscr{D}{ }^{+}(K)$ is the group of orientation preserving diffeomorphisms of $K$. The infinitesimal version of the above statement is the following: For every generator $\Lambda$ of $P^{\prime}$ there is a vector field $\eta$ in $K$ such that

$$
\begin{equation*}
\eta^{a} \frac{\partial \xi^{\mu}}{\partial s^{a}}=\Lambda^{\mu} \xi^{\nu} \tag{1.9}
\end{equation*}
$$

We present explicit solutions which are invariant under translation either in time (static case, cf. Sec. II) or in space (straight lines, cf. Sec. IV). The knowledge of such classical solutions is an essential step towards the formulation of a quantized theory of interacting strings.

## II. STATIC CASE

In the static case $u=w=v=0, N=1$ and the dynamical equations reduce to:

$$
\begin{equation*}
k=\frac{c}{\rho} \bar{E} \cdot \bar{b}, \quad \bar{E} \cdot \bar{n}=0 \tag{2.1}
\end{equation*}
$$

From the above equations it is evident that the general solution of the free problem $(c=0)$ is a straight line. Further, for $c \neq 0$ a straight line solution must be either parallel or antiparallel to $E$.

In the nonstraight line case, differentiating the first of Eqs. (2.1) with respect to the arc length $s$, taking into account (the third of) the Frenet formulas

$$
\begin{equation*}
\frac{d \bar{l}}{d s}=k \bar{n}, \quad \frac{d \bar{n}}{d s}=-k \bar{l}+t \bar{b}, \quad \frac{d \bar{b}}{d s}=-t \bar{n} \tag{2.2}
\end{equation*}
$$

where $t$ is the torsion of the curve

$$
\begin{equation*}
t=\frac{1}{k^{2}}\left\|\frac{d \bar{x}}{d s}, \frac{d^{2} \bar{x}}{d s^{2}}, \frac{d^{3} \bar{x}}{d s^{3}}\right\| \tag{2.3}
\end{equation*}
$$

and using the second of Eqs. (2.1), we obtain

$$
\frac{d k}{d s}=0
$$

Likewise differentiating the second of Eqs. (2.1) with respect to $s$ and using the second of (2.2) and the first of (2.1) we obtain

$$
\begin{equation*}
t=(c / \rho) \bar{E} \cdot \bar{l} \tag{2.4}
\end{equation*}
$$

Finally, differentiating the above equation with respect to $s$ and using the first of (2.2) and the second of (2.1) we get

$$
\begin{equation*}
\frac{d t}{d s}=0 \tag{2.5}
\end{equation*}
$$

Thus, the curve has constant curvature and torsion. Hence, it is a circular helix with axis in the direction of $\bar{E}$ [the latter follows from the second of (2.1)] with:

$$
\begin{equation*}
k^{2}+t^{2}=(c / \rho)^{2}\left(E_{b}^{2}+E_{l}^{2}\right)=(c E / \rho)^{2} \tag{2.6}
\end{equation*}
$$

where $E=|\bar{E}|$. The radius of the helix ( $a$ ) and the period divided by $2 \pi(\gamma)$, are expressed in terms of $k$ and $t$ by:

$$
a=k /\left(k^{2}+t^{2}\right), \quad \gamma=t /\left(k^{2}+t^{2}\right)
$$

From Eq. (2.6) we obtain the following relation between $a$ and $\gamma$ :

$$
\begin{equation*}
\gamma^{2}=\frac{1}{(c E / \rho)^{2}}-a^{2} \tag{2.7}
\end{equation*}
$$

Thus $0 \leqslant a \leqslant 1 /|c E / \rho|$. The two limiting cases are the straight line in the direction of $\bar{E}(a=k=0)$ and the circle of radius $a=1 /(c E / \rho)(\gamma=t=0)$.

The helix is right-handed if $t>0$ and left-handed if $t<0$.

## III. SYMMETRY OF A SPACE TRANSLATION [T(1) DYNAMIC]

With this symmetry, the topological model of the string is $R^{1}$ and $\bar{x}\left(R^{1}\right)$ is a straight line $(k=0)$ and the $\operatorname{triad}(\bar{l}, \bar{n}, \bar{b})$ is constant ( $v=0$ ).

## A. Electric case

We can always choose $\bar{n}$ such that $E_{b}=0$. With this choice, the dynamical equations reduce to:

$$
\begin{equation*}
\dot{u}=-\beta_{1} u w N, \quad \dot{w}=\beta_{1}\left(1-w^{2}\right) N \tag{3.1}
\end{equation*}
$$

where $\beta_{1}=c E_{n} / \rho$. If $\beta_{1}=0$, Eqs. (3.1) imply $u=\gamma_{1}$,
$w=\gamma_{2}$ (constants). Thus we have motion with constant velocity, which can be brought to rest by a suitable Lorentz transformation. If $\beta_{1} \neq 0$, the first integral of the above equations is

$$
\frac{u}{N}=\gamma, \quad \frac{w}{N}=\beta_{1} t, \quad(\text { up to a time translation })
$$

which, setting $\dot{a}=u, \dot{b}=w(a, b$ distance traveled in $\bar{n}$ and $\bar{b}$ direction respectively), may in turn be integrated to give:

$$
\begin{aligned}
& a=\frac{\gamma}{\beta_{1}} \log \left|\beta_{1} t+\left(1+\gamma^{2}+\beta_{1}^{2} t^{2}\right)^{1 / 2}\right| \\
& b^{2}-t^{2}=\frac{1+\gamma^{2}}{\beta_{1}^{2}}
\end{aligned}
$$

These equations describe motion with constant proper acceleration in the direction $\bar{b}$ :

$$
\alpha^{\mu}=\frac{1}{N} \frac{\partial}{\partial t}\left(\frac{1}{N} \frac{\partial x^{\mu}}{\partial t}\right), \quad \alpha^{2}=\beta_{1}^{2}\left(1+\gamma^{2}\right)
$$

## B. Magnetic case

The dynamical equations in this case read

$$
\begin{equation*}
\dot{u}=\lambda N w, \quad \dot{w}=-\lambda N u \tag{3.2}
\end{equation*}
$$

where $\lambda=c B / \rho$. A first integral of the above equations is $N=\left(1-\beta^{2}\right)^{1 / 2} \quad\left[\beta=\left(u^{2}+w^{2}\right)^{1 / 2}\right.$ a constant, $\left.0 \leqslant \beta \leqslant 1\right]$. Then Eqs. (3.2) can be integrated to give:

$$
\begin{aligned}
& \dot{a}=u=\beta \sin \left[\lambda\left(1-\beta^{2}\right)^{1 / 2} t\right] \\
& b=w=\beta \cos \left[\lambda\left(1-\beta^{2}\right)^{1 / 2} t\right]
\end{aligned}
$$

(up to an arbitray time translation). The above equations may in turn be integrated to obtain:

$$
\begin{aligned}
& a=-\frac{\beta}{\lambda\left(1-\beta^{2}\right)^{1 / 2}} \cos \left[\lambda\left(1-\beta^{2}\right)^{1 / 2} t\right] \\
& b=\frac{\beta}{\lambda\left(1-\beta^{2}\right)^{1 / 2}} \sin \left[\lambda\left(1-\beta^{2}\right)^{1 / 2} t\right]
\end{aligned}
$$

[up to an arbitrary translation in the $(\bar{n}, \bar{b})$ plane]. We conclude that the string describes circular orbits on its normal plane, of radius

$$
r=\frac{1}{|\lambda|} \frac{\beta}{\left(1-\beta^{2}\right)^{1 / 2}} \quad\left(\beta=\frac{r|\lambda|}{\sqrt{1+r^{2} \lambda^{2}}}\right)
$$

and with frequency (counterclockwise for $\lambda>0$, clockwise for $\lambda<0$ )

$$
\omega=|\lambda|\left(1-\beta^{2}\right)^{1 / 2}=|\lambda| /\left(1+r^{2} \lambda^{2}\right)^{1 / 2}
$$

## IV. AXIAL SYMMETRY [SO(2) DYNAMIC]

With this symmetry, the topological model of the string is $S^{1}$ and $\bar{x}\left(S^{1}\right)$ is a circle of radius $a$, and $\bar{b}$ is constant. Thus, $k=1 / a$ and $v=0$. We define $b$ to be the distance traveled in the $\bar{b}$ direction.

## A. Electric case

Consistency with the symmetry requires that the electric field $\bar{E}$ be normal to the plane of the circles

$$
\bar{E}=E \bar{b}
$$

The dynamical equations (1.1) reduce to

$$
\begin{equation*}
\dot{u}=\frac{N^{2}}{a}-\lambda N\left(1-u^{2}\right) \tag{4.1}
\end{equation*}
$$

$\dot{w}=\lambda N u w, \quad N=\left(1-u^{2}-w^{2}\right)^{1 / 2}$
with $\dot{a}=-u, b=w$, and $\lambda=c E / \rho$. A first integral of the above equations is the energy integral (1.7). In the case we are considering,

$$
\int_{s^{\prime}} \mu_{\gamma} / N=2 \pi a / N, \quad \bar{m}=\pi a^{2} \bar{b}
$$

and the energy integral has the form

$$
\begin{equation*}
2 a / N-\lambda a^{2}=\mathscr{C} / \pi \rho \tag{4.2}
\end{equation*}
$$

It $\lambda=0$, Eq. (4.1) implies that $w=$ const, and we can set $w=0$ by a suitable Lorentz transformation. Then, Eq. (4.2) reads

$$
\begin{equation*}
N=\left(1-\dot{a}^{2}\right)^{1 / 2}=a / a_{0} \tag{4.3}
\end{equation*}
$$

where we have defined $a_{0}=\mathscr{E} / 2 \pi \rho$. The solution of this equation is

$$
\begin{equation*}
a=a_{0} \cos \left(t / a_{0}\right) \tag{4.4}
\end{equation*}
$$

This solution describes a circular string which starts from rest at $t=0$, with radius $a=a_{0}$, and contracts monotonically to the singularity $a=0$, at time $T=(\pi / 2) a_{0}$. The solution is tangent to the null cone at the singularity ( $N \rightarrow 0$ as $a \rightarrow 0$ ).

If now $\lambda \neq 0$, defining a parameter $\beta=\mathscr{C} / \pi \rho \lambda$, we may write Eq. (4.2) in the form

$$
\begin{equation*}
N=\frac{2}{\lambda}\left(\frac{a}{a^{2}+\beta}\right) \tag{4.5}
\end{equation*}
$$

In the second of Eqs. (4.1) we may express $d w / d t$ as $-u d w / d a$, thus obtaining

$$
\begin{equation*}
\frac{d w}{d a}=-2 \lambda N w \tag{4.6}
\end{equation*}
$$

Since $N$ is known as a function of $a$ from Eq. (4.5), we can integrate the above equation to obtain

$$
\begin{equation*}
w=\gamma \exp \left(-2 \lambda \int N d a\right)=\gamma /\left|a^{2}+\beta\right| \tag{4.7}
\end{equation*}
$$

Consequently, we have

$$
\begin{equation*}
u^{2}=1-N^{2}-w^{2}=y(x) /(x+\beta)^{2} \tag{4.8}
\end{equation*}
$$

where $x=a^{2}$, and $y(x)$ is the quadratic polynomial

$$
\begin{equation*}
y(x)=x^{2}-2\left(2 / \lambda^{2}-\beta\right) x+\beta^{2}-\gamma^{2} \tag{4.9}
\end{equation*}
$$

Finally, if $N$ given by Eq. (4.5) and $u$ given by (4.8) are inserted in the first of Eqs. (4.1), that equation is satisfied.

We begin the discussion of the solutions by first noting the following general properties: All solutions which reach the singularity $a=0$ are tangent to the light cone at the singular point; $N \rightarrow 0$ as $a \rightarrow 0$. In addition, all unbounded solutions are asymptotically tangent to the light cone; $N \rightarrow 0$ as $a \rightarrow \infty$. As $a \rightarrow 0, u^{2} \rightarrow 1-\gamma^{2} / \beta^{2}$ and $d u / d a \rightarrow 0$. As $a \rightarrow \infty$, $u \rightarrow 0$.

If $u$ does not change sign in the interval $\left[a_{1}, a_{2}\right]$, then
$t\left(a_{2}\right)-t\left(a_{1}\right)=\int_{a_{1}}^{a_{2}}-\frac{d a}{u}= \pm \int_{a_{1}}^{a_{2}} \frac{\left|a^{2}+\beta\right|}{\left[y\left(a^{2}\right)\right]^{1 / 2}} d a$,
and
$b\left(a_{2}\right)-b\left(a_{1}\right)=\int_{a_{1}}^{a_{2}}-\frac{w d a}{u}= \pm \int_{a_{1}}^{a_{2}} \frac{\gamma}{\left[y\left(a_{2}\right)\right]^{1 / 2}} d a$,
where we have + or - according to whether $u \leqslant 0$ or $\geqslant 0$ in the interval $\left[a_{1}, a_{2}\right]$, respectively.

The behavior of the solutions depends on the discriminant $\Delta$ of the quadratic polynomial $y(x)$ :

$$
\begin{equation*}
\Delta=\left(\frac{2}{\lambda^{2}}-\beta\right)^{2}+\gamma^{2}-\beta^{2}=\frac{4}{\lambda^{2}}\left(\frac{1}{\lambda^{2}}-\beta\right)+\gamma^{2} \tag{4.10}
\end{equation*}
$$

If $\Delta<0, y(x)$ is positive definite and we have unbounded singular solutions ( $a$ ranges from 0 to $\infty$ ) with two branches corresponding to $u>0$ and $u<0$. Further, $t(a)-t(0)$, the time lapse between radius $a$ and the singularity, is finite, and $b(\infty)-b(0)$, the total distance traveled in the $x^{3}$ direction, is also finite.

If $\Delta=0$, the polynomial $y(x)$ has the double root

$$
\begin{equation*}
x_{c}=1 / \lambda^{2}-\lambda^{2} \gamma^{2} / 4 \tag{4.11}
\end{equation*}
$$

For $x_{c}>0$, we have the separatrices $S_{+}$and $S_{-}$and their intersection, which is the critical point: $a=a_{c}=\left[x_{c}\right]^{1 / 2}$, $u=0$. The separatrices $S_{+}$and $S_{-}$are solutions for which $a \rightarrow a_{c}$ as $t \rightarrow+\infty$ and $-\infty$ respectively.

For $x_{c}=0$, we have an unbounded asymptotically singular solution with two branches corresponding to $u \geqslant 0$ and $u \leqslant 0$, for which $t(a)-t\left(a_{0}\right) \rightarrow+\infty$ and $-\infty$ respectively, as $a \rightarrow 0\left[a_{0}\right.$ fixed $\left.\neq 0\right]$. Also, $\left|b(a)-b\left(a_{0}\right)\right| \rightarrow \infty$ as $a \rightarrow 0$.

For $x_{c}<0$, we have unbounded singular solutions, with the same properties as those stated for the case $\Delta<0$.

If finally $\Delta>0$, the polynomial $y(x)$ has two distinct roots


FIG. 1. The $(a, u)$ diagram for $\lambda<0$.

$$
\begin{equation*}
x_{ \pm}=\left(2 / \lambda^{2}-\beta\right) \pm \sqrt{\Delta}, \quad x_{-}<x_{+} \tag{4.12}
\end{equation*}
$$

For $x_{-}, x_{+}>0$ we have solutions with $a \leqslant\left(x_{-}\right)^{1 / 2}$ and $a \geqslant\left(x_{+}\right)^{1 / 2}$, which are bounded singular and unbounded regular, respectively. For the unbounded regular solutions, $b(\infty)-b\left[\left(x_{+}\right)^{1 / 2}\right]$ is finite. For $x_{-} \leqslant 0, x_{+}>0$ we have only the unbounded regular solutions $a \geqslant\left(x_{+}\right)^{1 / 2}$.

For $x_{+},=0$ we have unbounded asymptotically singular solutions for which $\left|t(a)-t\left(a_{0}\right)\right|,\left|b(a)-b\left(a_{0}\right)\right| \rightarrow \infty$ as $a \rightarrow 0$.

Finally, for $x_{+}<0$, we have unbounded singular solutions.

In the case $\gamma=0$, we have $w=0$ and the motion of the string is confined to its plane. In the following we shall discuss the case $\gamma \neq 0$.


FIG. 2. The ( $a, u$ ) diagram for $\lambda>0,0<|\gamma|<2 / \lambda^{2}$.

Case $\lambda<0$ : In this case, Eq. (4.5) implies: $\beta<0, a^{2}<|\beta|$ (by definition $N>0$ ). The discriminant (4.10) is positive and among the roots of $y(x), x_{+}>|\beta|$ and $x_{-}<|\beta|$. Further, $x_{-}>0$ iff $|\beta|>|\gamma|$. Thus, we have the bounded singular solutions $a \leqslant\left(x_{-}\right)^{1 / 2}$ for $|\beta|>|\gamma| \quad$ (Fig. 1).

Case $\lambda>0$ : This case divides itself into three subcases: $x_{c}>0, x_{c}=0$, and $x_{c}<0\left[x_{c}\right.$ defined by (4.11)] for which $0<|\gamma|<2 / \lambda^{2},|\gamma|=2 / \lambda^{2}$, and $|\gamma|>2 / \lambda^{2}$, respectively.

Subcase $0<|\gamma|<2 / \lambda^{2}$ (Fig. 2): In this subcase, for $\beta=1 / \lambda^{2}+\lambda^{2} \gamma^{2} / 4$, which corresponds to $\Delta=0$, we have the separatrices

$$
\begin{equation*}
S_{ \pm}: u= \pm \frac{\left(a^{2}-a_{c}^{2}\right)}{\left(a^{2}+1 / \lambda^{2}+\lambda^{2} \gamma^{2} / 4\right)} \tag{4.13}
\end{equation*}
$$

and their intersection, which is the saddle-type critical point $a=a_{c}=\left(x_{c}\right)^{1 / 2}, u=0$. The solutions which correspond to the separatrices are (up to a time translation).

$$
\begin{align*}
& \mp t=a+\frac{1}{\lambda^{2}} \cdot \frac{1}{a_{c}} \log \left|\frac{a-a_{c}}{a+a_{c}}\right|,  \tag{4.14}\\
& \mp b=\frac{\gamma}{2 a_{c}} \log \left|\frac{a-a_{c}}{a+a_{c}}\right|
\end{align*}
$$

The solution which corresponds to the critical point represents a circle of constant radius $a_{c}$ traveling in the direction normal to its plane with velocity $w=\gamma \lambda^{2} / 2$. For $\gamma=0$ we obtain the static circle with radius $a_{c}=1 / \lambda$ which we encountered in the study of the static problem.

For $\beta>1 / \lambda^{2}+\lambda^{2} \gamma^{2} / 4$ which corresponds to $\Delta<0$ we have the aforementioned unbounded singular solutions.
These solutions have a minimum of $u^{2}$ at

$$
\begin{equation*}
a^{2}=\beta-\lambda^{2} \gamma^{2} / 2 \tag{4.15}
\end{equation*}
$$

which is given by

$$
\begin{equation*}
u_{\min }^{2}=1-\frac{1}{\lambda^{2}\left(\beta-\lambda^{2} \gamma^{2} / 4\right)} \tag{4.16}
\end{equation*}
$$



FIG. 3. The ( $a, u$ ) diagram for $\lambda>0,|\gamma|=2 / \lambda^{2}$.


FIG. 4. The ( $a, u$ ) diagram for $\lambda>0,|\gamma|>2 / \lambda^{2}$.

Also, if $\beta<2 / \lambda^{2},|d b / d a|$ has a maximum at $a^{2}=2 / \lambda^{2}$ $-\beta<a_{c}^{2}$.

For $|\gamma|<\beta<1 / \lambda^{2}+\lambda^{2} \gamma^{2} / 4 \quad(\Delta>0)$, we have $0<x_{-}<x_{c}$ and $x_{c}<x_{+}<2\left(2 / \lambda^{2}-|\gamma|\right)$. Thus, we have the pair of solutions $a \leqslant\left(x_{-}\right)^{1 / 2}$ and $a \geqslant\left(x_{+}\right)^{1 / 2}$, bounded singular and unbounded regular, respectively.

For $\beta \leqslant|\gamma|$ we either have $x_{-} \leqslant 0$ for $-|\gamma| \leqslant \beta \leqslant|\gamma|$ or $\boldsymbol{x}_{-}<|\beta| \boldsymbol{f o r} \beta<-|\gamma|$. Thus, we have only the unbounded regular solution $a \geqslant\left(x_{+}\right)^{1 / 2} \geqslant 2\left(2 / \lambda^{2}-|\gamma|\right)\{$ since for $\beta<0, a^{2}<|\beta|$ implies $N<0$ [Eq. (4.5)] $\}$.

Subcase $|\gamma|=2 / \lambda^{2}$ (Fig. 3): In this subcase, for $\beta=2 / \lambda^{2}$, which corresponds to $\Delta=0$ with $x_{c}=0$, we have the unbounded asymptotically singular pair of solutions

$$
\begin{equation*}
u= \pm a^{2} /\left(a^{2}+2 / \lambda^{2}\right) \tag{4.17}
\end{equation*}
$$

for which (up to a time translation)

$$
\begin{equation*}
\mp t=a-2 / \lambda^{2} a, \quad \mp b=-\gamma / a . \tag{4.18}
\end{equation*}
$$

For $\beta>2 / \lambda^{2}(\Delta<0)$, we have bounded singular solutions with a minimum of $u^{2}$ given by Eqs. (4.15) and (4.16), and with no maximum of $|d b / d a|$.

For $\beta<2 / \lambda^{2}(\Delta>0)$, we have the unbounded regular solutions $a \geqslant\left(x_{+}\right)^{1 / 2}$.

Subcase $|\gamma|>2 / \lambda^{2}$ (Fig. 4): In this subcase, for $\beta>|\gamma|$ we have unbounded singular solutions (For $\beta>1 / \lambda^{2}$ $+\lambda^{2} \gamma^{2} / 4, \Delta>0$; for $\beta=1 / \lambda^{2}+\lambda^{2} \gamma^{2} / 4, \Delta=0$ and $x_{c}<0$; for $1 / \lambda^{2}+\lambda^{2} \gamma^{2} / 4>\beta>|\gamma|, \Delta>0$ and $x_{+}<0$.) These solutions possess a minimum of $u^{2}$ [given by Eqs. (4.15) and (4.16)] if $\beta>\lambda^{2} \gamma^{2} / 2$ (no maximum of $|d b / d a|$ ).

For $\beta=|\gamma|, x_{+}=0$ and we have the unbounded asymptotically singular solutions
$u^{2}=\frac{a^{2}\left[a^{2}+2\left(|\gamma|-2 / \lambda^{2}\right)\right]}{\left(a^{2}+|\gamma|\right)^{2}}$,
for which (up to a time and $x^{3}$ translation
$\mp t=\left[a^{2}+2\left(|\gamma|-2 / \lambda^{2}\right)\right]^{1 / 2}-\frac{|\gamma|}{\left[2\left(|\gamma|-2 / \lambda^{2}\right)\right]^{1 / 2}}$

$$
\begin{align*}
& \times \log \left|\frac{\left[2\left(|\gamma|-2 / \lambda^{2}\right)\right]^{1 / 2}+\left[a^{2}+2\left(|\gamma|-2 / \lambda^{2}\right)\right]^{1 / 2}}{a}\right| \\
\mp b= & -\frac{\gamma}{\left[2\left(|\gamma|-2 / \lambda^{2}\right)\right]^{1 / 2}}  \tag{4.20}\\
& \times \log \left|\frac{\left[2\left(|\gamma|-2 / \lambda^{2}\right)\right]^{1 / 2}+\left[a^{2}+2\left(|\gamma|-2 / \lambda^{2}\right)\right]^{1 / 2}}{a}\right|
\end{align*}
$$

Finally, for $\beta<|\gamma|$ we have the unbounded regular solutions $a \geqslant\left(x_{+}\right)^{1 / 2}\left(x_{+}>0\right)$.

For all bounded singular solutions, as $a$ decreases from $\left(x_{-}\right)^{1 / 2}$ to $0, t$ and $b$ as functions of $a$ can be expressed in the following elliptic integral form:
$t=I(1)-I\left(a / \sqrt{x_{-}}\right), \quad b=J(1)-J\left(a / \sqrt{x_{-}}\right)$,
where
$I(\xi)=\left(\lambda /|\lambda| \sqrt{x_{+}}\right)\left[\left(\beta+x_{+}\right) F(k, \xi)-x_{+} E(k, \xi)\right]$,
$J(\xi)=\left(1 \curvearrowright \sqrt{x_{+}}\right) F(k, \xi)$,
with
$k=\sqrt{x_{-} / x_{+}}$.
The five qualitative types of solutions described above are displayed pictorially in Fig. 5.

## B. Magnetic case

In this case the dynamical equations become


Critical solution and separatrices


Unbounded Asymptotically Singular Unbounded Singular


FIG. 5. The five types of solutions of the $\operatorname{SO}(2)$ problem (Electric case, $\gamma>0$ ).


FIG. 6. $|\beta|<1$.

$$
\begin{aligned}
& \dot{a}=-u, \quad b=w, \\
& \dot{u}=N^{2} / a-\lambda N w, \quad \dot{w}=\lambda N u,
\end{aligned}
$$

where $N=\left[1-\left(u^{2}+w^{2}\right)\right]^{1 / 2}$.
A first integral of the above equations is the energy integral (1.7) which yields

$$
\begin{equation*}
N=a / a_{0} \tag{4.22}
\end{equation*}
$$

where

$$
a_{0}=\mathscr{E} / 2 \pi \rho>0
$$

Equation (4.22) allows us to express $w$ in terms of $u$ and $a$ :

$$
\begin{equation*}
w=\eta\left[1-\left(a / a_{0}^{2}\right)-u^{2}\right]^{1 / 2}: \quad \eta= \pm 1 \tag{4.23}
\end{equation*}
$$

Substituting for $N$ and $w$ from (4.22) and (4.23) respectively, in the third of Eqs. (4.21) we obtain the following pair of equations for the flow of a vector field $X$ on the $(a, u)$ plane (which is actually the $R^{+} \times$] - 1,1[ open subset of the plane)

$$
\begin{equation*}
\dot{a}=-u=X_{a}, \tag{4.24}
\end{equation*}
$$

$\dot{u}=a / a_{0}\left\{1 / a_{0}-\eta \lambda\left[1-\left(a / a_{0}\right)^{2}-u^{2}\right]^{1 / 2}\right\} .=X_{u}$.
The critical point of this vector field $(X=0)$ is the point

$$
\begin{equation*}
u=0, \quad a / a_{0}=\left[1-1 / \lambda^{2} a_{0}^{2}\right]^{1 / 2} \tag{4.25}
\end{equation*}
$$

which exists iff $\eta \lambda>0$ and $\left|\lambda a_{0}\right|>1$. The matrix $X^{\prime}$ at the critical point is given by


FIG. 7. $|\beta|=1$.


FIG. $8.1<|\beta|<2$.
$\left(X^{\prime}\right)_{\text {crit }}=\left[\begin{array}{ll}\frac{\partial X_{a}}{\partial a} & \frac{\partial X_{a}}{\partial u} \\ \frac{\partial X_{u}}{\partial a} & \frac{\partial X_{u}}{\partial u}\end{array}\right]=\left[\begin{array}{cc}0 & -1 \\ \lambda^{2}-\frac{1}{a_{0}^{2}} & 0\end{array}\right]$.
This matrix has imaginary eigenvalues
$\mu_{ \pm}= \pm i\left(\lambda^{2}-1 / a_{0}^{2}\right)^{1 / 2} \quad$ (characteristic frequencies).
Therefore, the critical point is a vortex point.
Multiplying the right-hand side of the second of Eqs. (4.24) by $-u$ and the left-hand side by $\dot{a}$ we obtain

$$
-u d u=a / a_{0}\left\{1 / a_{0}-\eta \lambda\left[1-\left(a / a_{0}\right)^{2}-u^{2}\right]^{1 / 2}\right\} d a .(4.28)
$$

Let us now define new variables $x$ and $z$ by

$$
\begin{align*}
& x=\left(a / a_{0}\right)^{2}  \tag{4.29}\\
& z=1-\left(a / a_{0}\right)^{2}-u^{2}
\end{align*}
$$

In tems of the new variables, Eq. (4.28) assumes the form

$$
\begin{equation*}
d z+\eta \beta(z)^{1 / 2} d x=0 \tag{4.30}
\end{equation*}
$$

where $\beta=\lambda a_{0} \neq 0$. The above equation can be integrated to give

$$
\begin{align*}
& \eta \sqrt{z}=w=(1 / 2 \beta)\left(\gamma-\beta^{2} x\right)  \tag{4.31}\\
& z=1-x-y=\left(1 / 4 \beta^{2}\right)\left(\gamma-\beta^{2} x\right)^{2}
\end{align*}
$$



FIG. 9. $|\beta|=2$.
where $\gamma$ is a constant of integration and $y=u^{2}$. The above pair of equations constitute the complete first integral of Eqs. (4.21).

The physical region in the $(x, y)$ plane is the right triangle defined by the conditions $x>0, y \geqslant 0$ and $w^{2}=1-x-y \geqslant 0$. The curves $y(x)$ are parabolas convex to the $x$ axis, whose curvature depends only on $\beta$,

$$
\begin{equation*}
y=\left(\beta^{2} / 4\right)\left(x_{+}-x\right)\left(x-x_{-}\right) \tag{4.32}
\end{equation*}
$$

Here, the roots $x_{ \pm}$are given by

$$
\begin{equation*}
x_{ \pm}=\frac{2}{\beta^{2}}\left[\left(\frac{\gamma}{2}-1\right) \pm \sqrt{\Delta}\right] \tag{4.33}
\end{equation*}
$$

$\left(x_{+} \geqslant x_{\ldots}\right)$ and the discriminant $\Delta$ is

$$
\begin{equation*}
\Delta=1-\gamma+\beta^{2} \tag{4.34}
\end{equation*}
$$

For a fixed value of $\beta$ the locus of maxima of the parabolas (4.32) is a straight line parallel to the hypotenuse of the right triangle which represents the physical region

$$
\begin{equation*}
x_{1}=\frac{1}{\beta^{2}}(\gamma-2), \quad y_{1}=\frac{1}{\beta^{2}}\left(1-\gamma+\beta^{2}\right) \tag{4.35}
\end{equation*}
$$

$\rho \mathrm{x} x_{1}+y_{1}=1-\frac{1}{\beta^{2}}$.
The locus of maxima intersects the physical region iff $|\beta|>1$. For $\gamma=\beta^{2}+1$, the discriminant $\Delta$ vanishes and the intersection of the corresponding parabola with the physical region (which is nonempty only for $|\beta|>1$ ) is the critical point
$x_{+}=x_{-}=x_{1}=1-1 / \beta^{2}, \quad y_{1}=0$.
This is a solution which represents a circle of constant radius $a / a_{0}=\left[1-1 / \beta^{2}\right]^{1 / 2}$ traveling in a direction normal to its plane with velocity $w=1 / \beta$.

A parabola intersects the physical region, and therefore is relevant, if and only if $x_{+}>0$ and $y_{1} \geqslant 0$. These conditions yield the folowing range of $\gamma$ for a given $\beta$ :

$$
\begin{array}{ll}
|\beta|>1: & -2|\beta|<\gamma \leqslant \beta^{2}+1, \\
|\beta| \leqslant 1: & -2|\beta|<\gamma<2|\beta| \tag{4.36}
\end{array}
$$

A parabola is tangent to the straight line $x+y=1$, of which the hypotenuse of the physical triangle is an interval, at


FIG. 10. $|\beta|>2$.


FIG. 11. The regular solutions. [Here $\beta>0$, for $\beta<0$ reverse direction of $\bar{b}$.]

$$
\begin{equation*}
x_{0}=\gamma / \beta^{2} \tag{4.37}
\end{equation*}
$$

In terms of $x_{0}$, the first of Eqs. (4.31) may be expressed as

$$
\begin{equation*}
w=\frac{1}{2} \beta\left(x_{0}-x\right) \tag{4.38}
\end{equation*}
$$

from which it follows that $\beta w$ is $>0,=0$, or $<0$ whenever $x$ is $<x_{0},=x$, and $>x_{0}$, respectively.

In conclusion, we have a family of solutions of Eqs. (4.21), parametrized by two variables $\beta$ and $\gamma$ up to time translations and translations in the direction of $\bar{b}$. For any given pair $(\beta, \gamma)$ all the properties of the solution can be read from the corresponding parabola (4.32) in the ( $x, y$ ) plane.

Thus, we can distinguish three classes of solutions: (1) $R$ : regular, (2) $A$ : asymptotically singular, and (3) $S$ : singular. The regular solutions correspond to $x_{-}>0$ which is equivalent to $\gamma>2|\beta|$. The asymptotically singular solutions are those for which $x_{-}=0$, which is equivalent to $\gamma=2|\beta|$. These solutions have the property that $x \rightarrow 0$ as $t \rightarrow \infty$, from which their name is motivated. Finally, the singular solutions are those for which $x_{-}<0$, or, equivalently, $\gamma<2|\beta|$. The regular and asymptotically singular solutions exist only for $|\beta|>1$, as is evident from (4.36).


FIG. 12. The asymptotically singular solutions. [Here $\beta>0$, for $\beta<0$ reverse $\bar{b}$.]


FIG. 13. The singular solutions. [Here $\beta>0$, for $\beta<0$ reverse $\bar{b}$.]

The regular solutions are of the following four types:
$\left(\mathbf{R}_{1}\right) \gamma=\beta^{2}+1$ : critical point,
$\left(\mathrm{R}_{2}\right) \beta^{2}<\gamma<\beta^{2}+1: x_{0}>1$,
$\left(\mathbf{R}_{3}\right) \gamma=\beta^{2}: x_{0}=1$,
$\left(\mathbf{R}_{4}\right) \gamma=\beta^{2}: x_{0}<1$ [types $\left(\mathbf{R}_{3}\right)$ and $\left(\mathbf{R}_{4}\right)$ exist only for $|\beta|>2]$.
The asymptotically singular solutions are of the following three types:
$\left(\mathrm{A}_{1}\right)|\beta|<2: x_{0}>1$,
$\left(\mathrm{A}_{2}\right)|\beta|=2: x_{0}=1$,
$\left(\mathrm{A}_{3}\right)|\beta|<2: x_{0}<1$.
Finally, the singular solutions are of the following five types:
$\left(\mathrm{S}_{1}\right) \gamma>\beta^{2}: x_{0}>1$,
$\left(S_{2}\right) \gamma=\beta^{2}: x_{0}=1$,
$\left(\mathrm{S}_{3}\right) 0<\gamma<\beta^{2}: 0<x_{0}<1$,
$\left(\mathbf{S}_{4}\right) \gamma=0: x_{0}=0$,
$\left(S_{5}\right) \gamma<0: x_{0}<0$ [types $\left(S_{1}\right)$ and $\left(S_{2}\right)$ exist only for $|\beta|<2$ ].

The solutions $\left(\mathrm{R}_{3}\right),\left(\mathrm{A}_{2}\right)$, and $\left(\mathrm{S}_{2}\right)$ are at rest $(u=w=0)$ at $x_{+}=x_{0}=1$, with $d b / d a=0$. The solution ( $\mathrm{S}_{4}$ ) starts and terminates at $x=0$ with $u=-1$ and +1 respectively, and $w=0$. (Figs. 6-13).

In the case of the regular solutions $x_{-} \leqslant x \leqslant x_{+}$and as $x$ decreases from $x_{+}$to $x_{-}, t$ and $b$ as functions of $a$ are expressed in the following elliptic integral form:

$$
\begin{align*}
& t=\frac{2 a_{0}}{|\beta| \sqrt{x_{+}}} F(k, \xi),  \tag{4.39}\\
& b=\frac{\beta /|\beta|}{\sqrt{x_{+}}}\left[x_{0} F(k, \xi)-x_{+} E(k, \xi)\right],
\end{align*}
$$

up to a time and $x_{3}$ translation, where

$$
\begin{equation*}
k=\left(\frac{x_{+}-x_{-}}{x_{+}}\right)^{1 / 2}, \quad \xi=\left(\frac{x_{+}-x}{x_{+}-x_{-}}\right)^{1 / 2}, \quad x=\left(\frac{a}{a_{0}}\right)^{2} \tag{4.40}
\end{equation*}
$$

In the case of the singular and asymptotically singular solutions $0 \leqslant x \leqslant x+(x=0$ being the singularity: $a=N=0)$ and as $x$ decreases from $x+$ to zero, $t$ and $b$ as functions of $a$ are expressed as

$$
\begin{align*}
t= & \frac{2 a_{0}}{|\beta| \sqrt{x_{+}-x_{-}}} F(k, \xi), \\
b= & \frac{\beta /|\beta|}{\sqrt{x_{+}-x_{-}}}\left[\left(x_{0}-x_{-}\right) F(k, \xi)\right. \\
& \left.-\left(x_{+}-x_{-}\right) E(k, \xi)\right], \tag{4.41}
\end{align*}
$$

up to a time and $x^{3}$ translation, where now
$k=\left(\frac{x_{+}}{x_{+}-x_{-}}\right)^{1 / 2}, \quad \xi=\left(\frac{x_{+}-x}{x_{+}}\right)^{1 / 2}, \quad x=\left(\frac{a}{a_{0}}\right)^{2}$.
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#### Abstract

We propose a concept of internal structure and a relativistically covariant method of unifying the external and internal structures, leading to a dynamical Lie algebra without superfluous generators. In this framework we study in more detail a Lie algebra unifying external space with an internal 3 -space, and several representations which describe models of composite particles and give rise to various mass formulas capable of describing the hadron spectrum; we make use of both unitary irreducible global representations and partially integrable, Schur-irreducible, symmetric local representations.


## I. INTRODUCTION

The ever-increasing number of particles lead physicists to build models in order to organize the wealth of data in the resonance region for high-energy phenomena.

The success of the quark model, the importance of the harmonic oscillator in nuclear physics, and the fact that $\mathrm{SU}(3)$ is a symmetry group of the same, suggested, since the quarks came out, that we look for a (nonrelativistic) hadron model based on the harmonic oscillator. ${ }^{\text {l Various relativistic }}$ generalizations have been made since then. ${ }^{2}$ One of the difficulties in these approaches is that the very concept of the "relativistic" harmonic oscillator is not yet been perfectly defined, and one of the drawbacks is that the relativistic covariance is not always satisfied. The most important (formal) contribution in this respect is that of Feynman et al., ${ }^{2}$ which is based on Greenberg's nonrelativistic harmonic oscillator symmetric quark model. Nevertheless, several criticisms can be leveled at their analysis, the most important of which (cf. also Ref. 3) bear on the ambiguity of definition and the spectrality of the intervening operators on the one hand, and on the fact that they disregard the timelike excitations after having postulated a relativistic treatment at the outset.

In this paper, a partial summary of which has been published in Ref. 4, we propose, within the framework of Lie algebras, a relativistic covariant internal formalism and unification method leading to various hadron mass formulas, both in irreducible unitary global representations and in partially integrable, Schur-irreducible, symmetric local representations. The attitude which we have taken here is that of reconsidering the very concept of "internal structure" rather than the symmetries of this structure and of giving the "mass-observable" priority over the "internal observables." In our opinion, the internal symmetries, which manifest themselves in the various interactions of elementary particles, can be considered, at least in a first approximation, as adding constraints to the external degrees of freedom thereby lifting the possible degeneracy of energy. For this last function, at least for the strong mass-differences a perturbative method is difficult to justify. Moreover, there is nothing
to prevent the mass from depending on parameters which need not be conserved in the interaction observed at present, i.e., on supplementary quantum numbers that do not appear in the present characterization of the particles, as the quantum numbers have so far been considered chiefly within the framework of conservation laws. All of this is justification for not subjecting our model to any constraint of the unitary symmetry type at the outset. We shall obtain our mass-operator by substituting for the usually considered monoparticular states (responsible for the continuity of the spectrum) multiparticular states with degrees of internal freedom. In this composite particles model the internal structure is described by the Heisenberg algebra $\mathfrak{h}_{n}$ and the external structure by the Poincaré algebra $\mathfrak{p}$. We unify them by a Lie subalgebra $\mathfrak{g}$, containing $\mathfrak{p}$, of $\mathscr{U}\left(\mathfrak{h}_{n}\right) \otimes \mathscr{U}(\mathfrak{p})$, which is isomorphic to $\mathscr{W}\left(\mathfrak{h}_{n} \oplus \mathfrak{p}\right)$ (Ref. 5, corollary 2.2.12); $\mathscr{U}$ denotes the enveloping algebra. We also adopt the following hypothesis: The generators of $g$, other than those of the Poincaré algebra, are relativistic covariant; more precisely, they commute with the translations of $\mathfrak{p}$ and constitute a basis of a real finite-dimensional representation (direct sum of irreducible representations) of $\mathfrak{g l}(2, C)$.

The hypothesis that the (relativistic) internal structure is described by the Lie algebra of the (nonrelativistic) commutation relations might, at first sight, seem ambiguous. Now it often happens that nonrelativistic concepts are used in a relativistic context as is the case, for instance, of the parton model in the infinite momentum frame (cf. for example Ref. 6). Moreover, to our knowledge, no experiment mentions any observable difference between the relativistic and nonrelativistic intrinsic internal structures. In addition the same hypothesis, with the Poincaré group replaced by the Galilée group could, in our opinion, be also considered as a nonrelativistic approximation.

The hadrons are interpreted as the excited levels of these composite particles, whose interpretation shows how energy (mass) is created on the basis of the internal dynamics thus defined. The fact that particles can be interpreted in this framework as the excited states of a system composed of harmonically interacting "canonically conjugate" components relates our model to that of Feynman et al. ${ }^{2}$

The internal degrees of freedom result therefore, in our model, from the Heisenberg Lie algebra $\mathfrak{h}_{n}$ and its enveloping algebra. Several reasons suggest that this choice is natural and reasonable, among which we may quote:
(a) $\mathfrak{G}_{n}$ is at the basis of the mathematical formulation of the nonrelativistic quantum phenomena, being the canonical algebra of observables in standard quantum mechanics.
(b) the Gel'fand-Kirillov conjecture,' that if $K$ is a commutative field of zero characteristic, $g$ an algebraic Lie algebra on $K, \mathfrak{h}_{n}$ the Heisenberg algebra on $K$ of generators ( $q_{1}, \ldots, q_{n} ; p_{1}, \ldots, p_{n} ; 1$ ), $D_{n, k}(K)$ the field generated on $K$ by the generators $q_{1}, \ldots, q_{n} ; p_{1}, \ldots, p_{n} ; z_{1}, \ldots, z_{k}$, where all the commutators other than those of $\mathfrak{G}_{n}$ are zero, then there exists $n$ and $k$ such that the enveloping field of $g$ is isomorphic to $D_{n, k}(K)$. This conjecture has been proved in the most important cases, including the complex solvable and semisimple Lie algebras and is therefore true, e.g., for $\mathfrak{g l}(p)$, etc.
(c) $\mathfrak{G}_{n}$ appears naturally in the structure of the extended Galilée group and the "passive" Galilée and Poincaré groups. ${ }^{8}$

## 2. DEFINITION AND STRUCTURAL PROPERTIES OF THE GROUPS $G_{n}$

Let $\left(M_{\mu \nu}, P_{\sigma}\right)$ be the canonical basis of $p=R^{4} \leftrightarrow g I(2, C)$ (where $\&$ denotes the semidirect sum of Lie algebras, the semidirect product of the groups will be denoted by a point, and the Greek indices vary from 1 to 4) and $g_{n}$ be the subalgebra of $\mathscr{U}\left(\mathfrak{h}_{n}\right) \otimes \mathscr{U}(\mathfrak{p})$ generated by
$L_{\mu v}=1 \otimes M_{\mu \nu}, \quad T_{\mu}=1 \otimes P_{\mu}, \quad Q_{i \mu}=q_{i} \otimes P_{\mu}$, $A_{i \mu}=p_{i} \otimes P_{\mu}, \quad C_{\mu \nu}=1 \otimes P_{\mu} P_{v}$.

So $g_{n}$ is a Lie algebra of dimension $8 n+20$ whose (nonzero) commutation relations are given by

$$
\begin{align*}
& {\left[L_{\mu \nu} L_{\rho \sigma}\right]=-g_{\mu \rho} L_{v \sigma}-g_{\nu \sigma} L_{\mu \rho}+g_{\mu \sigma} L_{v \rho}+g_{v \rho} L_{\mu \sigma}} \\
& {\left[L_{\mu v}, X_{\rho}\right]=g_{v \rho} X_{\mu}-g_{\mu \rho} X_{v}} \tag{1}
\end{align*}
$$

$\left[L_{\mu \nu}, C_{\rho \sigma}\right]=-g_{\mu \rho} C_{v \sigma}+g_{\nu \sigma} C_{\mu \rho}-g_{\mu \sigma} C_{v \rho}+g_{v \rho} C_{\mu \sigma}$, $\left[A_{i \mu}, Q_{j v}\right]=\delta_{i j} C_{\mu v}$,
where $X_{\rho}$ denotes $T_{p}, A_{i \rho}$, or $Q_{i \rho}$ (for fixed $i$ ), and $g_{\alpha \beta}$ is the usual metric tensor ( $g_{i j}=\delta_{i j}$ and $g_{4 i}=0$, for $1 \leqslant i j \leqslant 3$, $g_{44}=-1$.

Let $\mathrm{n}_{n}$ (resp. $R^{4}$ ) be the subalgebra of $\mathrm{g}_{n}$ generated by $\left(A_{i \mu}, Q_{j v}, C_{\rho \sigma}\right)\left[\operatorname{resp.}\left(T_{\mu}\right)\right]$. If we denote by $D\left(j, j^{\prime}\right)$ the irreducible representation of dimension $(2 j+1)\left(2 j^{\prime}+1\right)$ of $\mathfrak{\xi}(2, C)$, we have the following proposition.

Proposition 2.1: $\mathfrak{g}_{n}$ is the semidirect sum of $\mathfrak{i l}(2, C)$ by the nilpotent ideal $R^{4} \oplus \mathrm{n}_{n}$ relatively to the representation

$$
\left\{\begin{array}{c}
2 n+1 \\
\alpha=1
\end{array} D_{\alpha}\left(\frac{1}{2}, \frac{1}{2}\right)\right\} \oplus D(1,1) \oplus D(0,0)
$$

where $D_{\alpha}\left(\frac{1}{2}, \frac{1}{2}\right)=D\left(\frac{1}{2}, \frac{1}{2}\right)$ for all $\alpha$.
Proof: Let $R_{c}^{10}$ be the subalgebra of $n_{n}$ generated by $\left(C_{\mu \nu}\right)$; it is the center of $\mathfrak{n}_{n}$ and the quotient algebra $\mathfrak{n}_{n} / R_{⿷}^{10}$ is isomorphic to $R^{8 n}$.

Then $n_{n}$ is nilpotent as a central extension of commutative Lie algebras. The semidirect sum,
$g_{n}=\left(R^{4} \oplus \mathfrak{n}_{n}\right)\left(\underset{\mathrm{g} I}{ }(2, C)\right.$, is defined by $\left\{\oplus_{a=1}^{2 n+1} D_{\alpha}\left(\frac{1}{2}, \frac{1}{2}\right)\right\} \oplus \pi$, where $\pi$, the representation of $\mathfrak{B l}(2, C)$ acting in $R_{\varepsilon}^{10}$, is easily identified with the symmetric component of the representation $D\left(\frac{1}{2}, \frac{1}{2}\right) \oplus D\left(\frac{1}{2}, \frac{1}{2}\right)$ of $\mathfrak{s l}(2, C)$. Then it follows that $\pi=D(1,1) \oplus D(0,0)$.
Q.E.D.

Now we shall denote by $\underline{x}\left[\operatorname{resp} . \tilde{x}, \vec{x}, \underset{x}{ },\left(x_{i}\right)_{1<i<n}\right.$, or $\times_{i=1}^{n} x_{i}, A$ ] a 4-vector [resp. the associated 2-vector, the associated 3-vector, the generic element of $\left.R^{10}, R^{4 n}, \mathfrak{S l}(2, C)\right]$, $\theta^{\mu v}$ the function equal to $\frac{1}{2}$ if $\mu=v$ and to 1 if not, $H^{2}\left(R^{n}, R^{m}\right)$ the second cohomology group of $R^{n}$ with coefficients in $R^{m}$ and $h=\left\{\left(a_{i}\right)\left(q_{i}\right)\right\}\left[\right.$ resp., $g=\left\{t, \underset{\sim}{c},\left(a_{i}\right),\left(q_{i}\right)\right.$, $A\}$ ] the generic element of the group $R^{8 n}$ (resp. of the connected and simply connected group $G_{n}$ of Lie algebra $\mathfrak{g}_{n}$.

Proposition 2.2: The group law of $G_{n}$ is given by:

$$
\begin{aligned}
g g^{\prime}=\{ & t+D\left(\frac{1}{2}, \frac{1}{2}\right)(A) t_{-}^{\prime}, c+[D(1,1) \oplus D(0,0)](A) c^{\prime} \\
& +{\underset{\sim}{\beta}}^{\beta}\left(h, D\left(\frac{1}{2}, \frac{1}{2}\right)(A) h^{\prime}\right),\left(\underline{a}_{i}+D\left(\frac{1}{2}, \frac{1}{2}\right)(A) \underline{a}_{i}^{\prime}\right), \\
& \left.\left(\underline{q}_{i}+D\left(\frac{1}{2}, \frac{1}{2}\right)(A) \underline{q}_{i}^{\prime}\right), A A^{\prime}\right\},
\end{aligned}
$$

where $\beta \in H^{2}\left(R^{8 n}, R^{10}\right)$ which is defined by

$$
\beta\left(h, h^{\prime}\right)^{\mu \nu}=\theta^{\mu \nu} \delta^{i j}\left\{\left(a_{i} \otimes q_{j}^{\prime}\right)^{\mu \nu}+\left(a_{i} \otimes q_{j}^{\prime}\right)^{\nu \mu}\right\}
$$

and

$$
D\left(\frac{1}{2}, \frac{1}{2}\right)(A) h=\left\{\left(D\left(\frac{1}{2}, \frac{1}{2}\right)(A) a_{i}\right),\left(D\left(\frac{1}{2}, \frac{1}{2}\right)(A) q_{i}\right)\right\} .
$$

Proof: Let $K=R{ }^{10} \times \beta R^{8 n}$ be the connected and simply connected Lie group, central extension of $R^{8 n}$ by $R^{10}$ defined by the factor $\beta$. If $\left\{c,\left(a_{i}\right),\left(q_{i}\right)\right\}$ denotes its generic element, its group law is given by

$$
\begin{aligned}
& \left\{c_{\mathcal{L}}\left(a_{i}\right),\left(q_{i}\right)\right\}\left\{{\underset{c}{c}}_{\prime}^{\prime},\left(a_{i}^{\prime}\right),\left(\underline{q}_{j}^{\prime}\right)\right\} \\
& \quad=\left\{c_{\sim}+\underline{c}_{\sim}^{\prime}+\beta_{\sim}\left(h, h^{\prime}\right),\left(a_{i}+a_{i}^{\prime}\right),\left(q_{i}+q_{i}^{\prime}\right)\right\}
\end{aligned}
$$

Let us determine the Lie algebra $\neq$ of $K$; for that we consider the following one-parameter subgroups of $K$ :
$k: t \rightarrow\{t, \underline{0}, \underline{0}, \underline{0}\}, \quad k^{\prime}: t \rightarrow\left\{0,\left(\operatorname{ta}_{i}\right), \underline{0}\right\}, \quad k^{\prime \prime}: t \rightarrow\left\{\underline{0}, \underline{0}\left(t q_{i}\right)\right\}$.
The vector space subjacent to $f$ is generated by the $\left.f^{\prime}(t)\right|_{z=0}$, where $f \in\left(k, k^{\prime}, k^{\prime \prime}\right)$. It is isomorphic to $R^{10} \times R^{8 n}$. The only nonzero commutators of $f$ are those relative to the products $\left\{0,\left(a_{i}\right), \underline{0}\right\}\left\{0, \underline{0},\left(q_{j}\right)\right\} ;$ more precisely, they are given by
$\left[\left\{\underline{0},\left(a_{i}\right), \underline{0}\right\},\left\{\underline{0}, \underline{0},\left(q_{i}\right)\right\}\right]=\left.\gamma^{\prime}(t)\right|_{t=0}$
where $\gamma$ is the curve;
$\gamma: t \rightarrow\left\{\underline{0},\left(t^{1 / 2} \underline{a}_{i}\right), \underline{0}\right\}\left\{\underline{0}, \underline{0},\left(t^{1 / 2} q_{i}\right)\right\}\left\{\underline{0},\left(t^{1 / 2} \underline{a}_{i}\right), \underline{0}\right\}^{-1}\left\{0, \underline{0},\left(t^{1 / 2} \underline{q}_{i}\right)\right\}^{-1}$.
We obtain
$\left[\left\{0,\left(a_{i}\right), \underline{0}\right\},\left\{\underline{0}, \underline{0}\left(q_{i}\right)\right\}\right]=\left\{\beta\left(\left\{\left(a_{i}\right), \underline{0}\right\},\left\{\underline{0},\left(q_{i}\right)\right\}\right), \underline{0}, \underline{0}\right\}$.
Suppose $A_{i \mu}^{\prime}$ (resp. $\left.Q_{i \mu}^{\prime}, C_{\mu \nu}^{\prime}\right)$ is the vector $\left\{0,\left(a_{j}\right), \underline{0}\right\}$ (resp. $\left\{\underline{0}, \underline{0},\left(q_{j}\right)\right\},\{c, 0, \underline{0}\}$ ), all the components of which are zero save for $\left(a_{i}\right)^{\mu}\left[\operatorname{resp} .\left(q_{j}\right)_{\mu}, c^{\mu \nu}\right]$ which is equal to 1 . The previous relation then gives [ $A_{i \mu}^{\prime}, Q_{j v}^{\prime}$ ] $=\delta_{i j} C_{\mu r}^{\prime}$. This implies that $f$ is isomorphic to $n_{n}$, and the result is a direct consequence of Proposition 2.1.

Remarks 2.1: (a) If we denote by $C$ (resp. $T, G$ ) the symmetric matrix with coefficients $C_{\mu v}$ (resp. $T_{\mu} T_{\nu} g_{\mu \nu}$ ), the ele-
ments $\operatorname{Tr}[G C]^{k}(k=1,2,3,4)$ and $\operatorname{Tr}\left[(G T)(G C)^{1}\right]$ ( $l=0,1,2,3$ ), where $\operatorname{Tr}$ denotes the trace, are in the center of $\mathscr{O}\left[\left(R^{4} \oplus R^{10}\right)(\underset{B l}{ }(2, C)]\right.$.
(b) Given one of the algebras $\mathfrak{g}_{n}$ and another Lie algebra $I_{n}$ of dimension $n$, it is possible to construct in a natural way an algebra $U\left(\mathfrak{g}_{n}, I_{n}\right)$ unifying ${ }^{9}$ then in the following manner: If $\left[X_{i}, X_{j}\right]=C_{i j}{ }^{k} X_{k}$ are the structural relations of $\mathrm{I}_{n}$, then $U\left(\mathfrak{g}_{n}, \mathrm{l}_{n}\right)$ is generated by $\left(\mathfrak{g}_{n}, \mathrm{I}_{n}\right)$ with their respective structural relations to which we adjoin

$$
\left[X_{i}, Q_{j \mu}\right]=C_{i j}^{k} Q_{k \mu}, \quad\left[X_{i}, A_{j \mu}\right]=C_{i j}^{k} A_{k \mu}
$$

Thus defined, $U\left(g_{n}, l_{n}\right)$ admits the decompositions

$$
\begin{aligned}
& U\left(\mathrm{~g}_{n}, \mathrm{I}_{n}\right)=\mathrm{g}_{n} \oplus \mathrm{I}_{n}=\left(R^{4} \oplus \mathrm{n}_{n}\right) \oplus\left(\mathfrak{\rho}(2, C) \oplus \mathrm{I}_{n}\right) \\
& =\left\{R^{4} \oplus\left(n_{n} \oplus l_{n}\right)\right\} \oplus \mathfrak{S l}(2, C),
\end{aligned}
$$

where $\mathrm{n}_{n} \forall \mathrm{I}_{n}$ is defined by the direct sum of ten trivial representations and eight representations equivalent to the adjoint representation of $\mathrm{l}_{n}$.

## 3. DEFORMATIONS OF SOME SUBALGEBRAS OF $\mathfrak{g}_{n}$

In order to bring to light other possibly interesting models and the "internal symmetries" content of the groups $G_{n}$, we are going, in this article, to consider some deformations of certain subalgebras of $g_{n}$ (deformations not necessarily extensible to $g_{n}$ ) which present a potential physical interest corroborated by the new particles recently discovered which lead, among other things, to higher internal unitary symmetries.

Proposition 3.1: $R_{c}^{10}(\mathfrak{\xi I}(2, C)$ can be deformed in the first order into $\mathfrak{u}(3,1), \mathfrak{g l}(4, R)$, and $\mathfrak{t}_{9}$, where $\mathfrak{m}_{9}$ is the Weyl algebra associated with the representation $D(1,1)$ of $\xi I(2, C)$.

Proof: The bracket $[,]_{t}$ of such a deformation is necessarily written

$$
\left[X_{1}, X_{2}\right]_{t}=\left[X_{1}, X_{2}\right]+t \psi\left(X_{1}, X_{2}\right), \quad \forall X_{1}, X_{2} \in \mathrm{~g}
$$

where $\mathrm{g}=R_{c}^{10}\left(\mathfrak{I} l(2, C)\right.$ and $\psi$ is an element of $\mathscr{H} \mathscr{C}^{2}(\mathrm{~g}, \mathrm{~g})$. A line of argument analogous to that of Ref. 10 shows that it is sufficient to restrict ourselves to $\psi \in \mathscr{H}^{2}\left(R_{c}^{10}, \mathrm{~g}\right)^{9}$, the second cohomology group relative to $\Omega(2, C)$. Thus the conditions of integrability come down to:

$$
\sum_{P_{\left(X_{1}, X_{2}, X_{1}\right)}} \psi\left(\psi\left(X_{1}, X_{2}\right), X_{3}\right)=0, \quad \forall X_{1}, X_{2}, X_{3} \in R_{c}^{10},
$$

where $P\left(X_{1}, X_{2}, X_{3}\right)=$ circular permutation on $\left(X_{1}, X_{2}, X_{3}\right)$.
(a) Let $\psi \in \mathscr{H}^{2}\left(R_{c}^{10}, \mathfrak{g}\right)^{9}$ be defined by

$$
\psi\left(C_{\mu \nu} C_{\rho \sigma}\right)=-g_{\mu \rho} L_{v \sigma}-g_{v \sigma} L_{\mu \rho}-g_{\mu \sigma} L_{v \rho}-g_{v \rho} L_{\mu \sigma}
$$

This cocycle verifies the conditions of integrability and defines thus a Lie algebra law.

Denoting $|t|^{-1 / 2} C_{\mu v}$ by $N_{\mu \nu}$ and according as $t>0$ or $t<0$, we recognize the commutation relations of $u(3,1)$ or $\mathrm{gl}(4, R)$, respectively.
(b) Let $\psi \in \mathscr{H}^{2}\left(R_{c}^{10}, \mathfrak{g}\right)^{9}$ be defined by

$$
\psi\left(D, F_{i}\right)=F_{i}, \quad \psi\left(F_{i}, F_{j}\right)=0,
$$

where $\left\{D,\left(F_{i}\right) 1 \leqslant i \leqslant 9\right\}$ is a basis of $R{ }_{c}^{10}$ such that $D$ generates $D(0,0)$ and $\left(F_{i}\right), 1 \leqslant i \leqslant 9$, generates $D(1,1)$.

Then $\psi$ defines a deformation of $g$ isomorphic to the Lie algebra of the group $W_{9}=\left(R^{9} \cdot R_{+}^{\times}\right) \cdot s \mathrm{sl}(2, C) ; R_{+}^{\times}$being the multiplicative group of positive reals, the semidirect products being defined, respectively, by the representation $D(1,1)$ of $\mathbb{\$ l}(2, C)$, the trivial homomorphism of $\$ I(2, C)$ in Aut $R_{+}^{\times}\left(=R^{\times}\right)$and the homomorphism of $R_{+}^{\times}$in Aut $\left(R^{9}\right)=\operatorname{gl}(9, R)$ which makes the homothetic transformation of ratio $\lambda$ correspond to $\lambda$.

## Corollary 3.1:

1. $R^{9} \nvdash \mathfrak{I l}(2, C)$ [resp. $R^{5} \not(\mathscr{S u}(2)$, defined by the representation of weight 2] deforms in these various deformations into $\mathfrak{s u}(3,1)$, $\mathfrak{s l}(4, R)$, and itself [resp. $\mathfrak{s u}(3), \mathfrak{s l}(3, R)$, and itself].
2. All the deformations considered above contract into their initial Lie algebra.

## Remarks 3.1:

(a) As $R^{9}+\operatorname{SI}(2, C)$ is a stable special (on the field of the reals) affine Lie algebra, ${ }^{11} \operatorname{Der}\left(R^{9}+\mathfrak{a l}(2, C)\right)=\mathfrak{w}_{9}$.
(b) The invariants $\operatorname{Tr}\left[(G C)^{k}\right]$ of $g_{n}$ are the contraction of the invariants of $u(3,1)$ and generate the center of $\mathscr{U}\left(R_{c}^{10}\right.$ ( $-\operatorname{sil}(2, C)$ ).
(c) $\mathfrak{u}(3,1)$ and $g l(4, R)$, being reductive with one-dimensional center, are rigid.

Proposition 3.2: Let $R^{18}+\mathfrak{s l}(2, C)$ be the subalgebra of $\mathfrak{g}_{n}$ generated by $\left(C_{\mu v}, L_{\rho \sigma}, X_{\alpha}, Y_{\beta}\right)$, where $\left(X_{\alpha}\right)$ and ( $Y_{\beta}$ ) are two 4-vectors of $\mathrm{g}_{n}$ such that $\left[X_{\alpha}, Y_{\beta}\right]=0$. So, $R^{18}(+2)(2, C)$ deforms into $R^{8}(\mathfrak{H}(3,1), \mathfrak{s i u}(p, q)(p+q=5, p q \neq 0)$,
$R^{8} \uplus \mathfrak{g l}(4, R)$ and $\mathfrak{s l}(5, R)$; where $R^{8}+\mathfrak{u}(3,1)$ is generated by $\mathfrak{u}(3,1)$ and the complex translations and $R^{8}+\operatorname{gl}(4, R)$ is defined by the direct sum of the basic representation of $\mathfrak{g l}(4, R)$ and of its coadjoint.

Proof: (a) Let $g_{t}$ be the second order deformation of $\mathrm{g}=R^{18}(\mathrm{gl}(2, C)$, the bracket of which is given by

$$
\begin{equation*}
[,]_{t}=[,]+t \psi_{1}+t^{2} \psi_{2} \tag{2}
\end{equation*}
$$

where $\psi_{1}$ and $\psi_{2} \in \mathscr{C}^{2}\left(R^{18}, \mathrm{~g}\right)^{9}$, the space of 2-cochains relative to $\mathfrak{B l}(2, C)$, such that;

$$
\begin{aligned}
& \psi_{1}\left(C_{\mu v}, C_{\rho \sigma}\right)=0, \quad \psi_{1}\left(C_{\mu v} X_{\sigma}\right)=-g_{v \sigma} Y_{\mu}-g_{\mu \sigma} Y_{v} \\
& \psi_{1}\left(C_{\mu v}, Y_{\sigma}\right)=g_{v \sigma} X_{\mu}+g_{\mu \sigma} X_{v} \\
& \psi_{2}\left(C_{\mu v}, C_{\rho \sigma}\right)=-g_{\mu \rho} L_{v \sigma}-g_{v \sigma} L_{\mu \rho}-g_{\mu \sigma} L_{v \rho}-g_{v \rho} L_{\mu \sigma}
\end{aligned}
$$

Denoting $t L_{\mu \nu}$ by $L_{\mu \nu}^{\prime}$, we recognize the commutation relations of the Lie algebra $R^{8}+\mathrm{U}(3,1)$ of the group $C^{4} \cdot \mathrm{U}(3,1)$.
(b) Let $g_{t, \theta}$ be the first order deformation of $\mathfrak{g}_{t}=R^{8}(\mathfrak{u}(3,1)$ above, the bracket of which is defined by

$$
\begin{equation*}
[,]_{t, \theta}=[,]_{t}+\theta \psi \tag{3}
\end{equation*}
$$

where $\psi$ is the 2 -cochain $\in \mathscr{C}^{2}\left(R^{8}, g_{t}\right)^{\text {g }}$ defined by

$$
\begin{aligned}
& \psi\left(X_{v}, X_{\sigma}\right)=t L_{v \sigma}^{\prime} \quad \psi\left(X_{v}, Y_{\sigma}\right)=t C_{v \sigma}+\operatorname{tg}_{v o} g^{\alpha \beta} C_{\alpha \beta} \\
& \psi\left(Y_{v}, Y_{\sigma}\right)=t L_{v \sigma}^{\prime}
\end{aligned}
$$

If we denote

$$
\begin{aligned}
& L_{5 v}^{\prime}=|\theta|^{-1 / 2} X_{v}=-L_{v 5}^{\prime}, \quad C_{5 v}=|\theta|^{-1 / 2} Y_{v}=C_{v 5} \\
& g_{55}=\operatorname{sign}(-\theta), \quad C_{55}=-\mathrm{g}_{55} g^{\alpha \beta} \mathrm{C}_{\alpha \beta},
\end{aligned}
$$

the communation relations of $\mathrm{g}_{t, \theta}$ are those of $\mathfrak{\beta} \mathbf{u}(p, q)$ $(p+q=5, p q \neq 0)$, so $\mathrm{g}_{t, \theta}$ is isomorphic to $\mathfrak{Z u}(3,2)$ [resp. $\mathfrak{s u}(4,1)]$ if $\theta>0($ resp. $\theta<0)$
(c) Let $g_{t}$ be the second order deformation of $\mathfrak{g}=R^{18}\left(+\mathfrak{s l}(2, C)\right.$, the bracket of which is given by (2) with $\psi_{1}$ and $\psi_{2} \in \mathscr{C}^{2}\left(R^{18}, \mathfrak{g}\right)^{8}$ defined by
$\psi_{1},\left(C_{\mu \nu}, C_{\rho \sigma}\right)=0, \quad \psi_{1}\left(C_{\mu v}, X_{\sigma}\right)=-g_{v \sigma} X_{\mu}-g_{\mu \sigma} X_{v}$, $\psi_{1}\left(C_{\mu v}, Y_{\sigma}\right)=g_{\nu \sigma} Y_{\mu}+g_{\mu \sigma} Y_{v}$, $\psi_{2}\left(C_{\mu \nu}, C_{\rho \sigma}\right)=g_{\mu \rho} L_{\nu \sigma}+g_{v \sigma} L_{\mu \rho}+g_{\mu \sigma} L_{\nu \rho}+g_{v \rho} L_{\mu \sigma}$.
Denoting $t L_{\mu \nu}$ by $L_{\mu \nu}$, we easily identify the commutation relations of $R^{8} \not G \mathfrak{g l}(4, R)$ where the semidirect sum is defined by the direct sum of the basic representation of $\mathfrak{g l}(4, R)$ and of its coadjoint [ $R^{4}$ being endowed with the metric tensor $\left.\left(t g_{\mu \nu}\right)\right]$.
(d) Let $g_{t, \theta}$ be the first order deformation of $g_{t}$ $=R^{8}+\mathrm{gl}(4, R)$ above, written in the basis $\left\{L_{\mu v}^{\prime} ; C_{\mu v} ;\right.$ $\left.U_{\sigma}=X_{\sigma}+Y_{\sigma} ; V_{\sigma}=X_{\sigma}-Y_{\sigma}\right\}$, the bracket being defined by (3) where $\psi$ is the 2-cochain $\in \mathscr{C}^{2}\left(R^{8}, \mathfrak{g}_{t}\right)^{\mathfrak{g}_{t}}$ defined by

$$
\begin{aligned}
& \psi\left(U_{v}, U_{\sigma}\right)=t L_{v \sigma}^{\prime} \quad \psi\left(U_{v}, V_{\sigma}\right)=t C_{v \sigma}+t g_{v o} g^{\alpha \beta} C_{\alpha \beta} \\
& \psi\left(V_{v}, V_{\sigma}\right)=-t L_{v \sigma}^{\prime}
\end{aligned}
$$

If we denote

$$
\begin{aligned}
& L_{s v}^{\prime}=|\theta|^{-1 / 2} U_{v}=-L_{v 5}^{\prime}, \quad C_{5 v}=|\theta|^{-1 / 2} V_{v}=C_{v 5} \\
& g_{55}=\operatorname{sign}(-\theta), \quad C_{55}=-g_{5 s} g^{\alpha \beta} C_{\alpha \beta}
\end{aligned}
$$

the commutation relations of $\mathrm{g}_{t, \theta}$ are those of $\mathfrak{j l}(5, R)$.
Proposition 3.3: Let $\mathfrak{l}_{3}=\mathfrak{s o}(3)$ or $\mathfrak{s o}(2,1)$, the corresponding metric being denoted by ( $\gamma_{i j}$ ), and $R^{12}\left(f\left(\mathfrak{l l}(2, C) \oplus \mathfrak{l}_{3}\right)\right.$ be the subalgebra of $U\left(\mathfrak{g}_{3}, \mathfrak{l}_{3}\right)$ generated by ( $\left.\mathfrak{F l}(2, C), \mathfrak{I}_{3}\right)$ and $\left(A_{i \mu}\right)$. Then $R^{12}\left(+\left(\cong I(2, C) \oplus \mathfrak{I}_{3}\right)\right.$ deforms into $\xi 0(p, q)(p+q=7, p q \neq 0)$, the metric being $\left(g_{v \sigma}\right) \oplus\left(\gamma_{i j}\right)$.

Proof: Let $\mathfrak{g}=R^{12}\left(\left(\mathfrak{g l}(2, C) \oplus \mathfrak{l}_{3}\right)\right.$ and $g_{t}$ be the "second order" deformation of $\mathfrak{g}$ with bracket

$$
[,]_{t}=[,]+t^{2} \psi
$$

the 2-cochain $\psi \in \mathscr{C}^{2}\left(R^{12}, \mathfrak{g}\right)^{\mathfrak{g}}$ being defined by

$$
\psi\left(A_{i \mu}, A_{j \rho}\right)=\gamma_{i j} L_{\rho \mu}-g_{\rho \mu} M_{i j}
$$

where $M_{i j}$ are the generators of $I_{3}$. If we write

$$
\begin{aligned}
& L_{4+i, 4+j}=M_{i j}, \quad L_{\mu, 4+i}=(1 / t) A_{i \mu}=-L_{4+i, \mu}, \\
& g_{4+i, 4+j}=\gamma_{i j},
\end{aligned}
$$

we find that ( $L_{a b} ; 1 \leqslant a, b \leqslant 7$ ) verify the commutation relations of $\varsigma(p, q)(p+q=7, p q \neq 0)$ with metric $\left(g_{a b}\right)$.

Remarks 3.2: (a) All the deformations of the two preceding propositions evidently contract into their initial Lie algebra.
(b) One of the advantages of the deformations of the preceding proposition comes from the appearance of $\mathfrak{E o}(4,3)$ which contains $\mathrm{g}_{2,2}$ [the (only) noncompact real form of the complex minimal-dimensional exceptional semisimple Lie algebra]. This Lie algebra appeared in the search for a nontrivial bond between external and internal symmetries.

More explicitly, ${ }^{9} \mathfrak{g}(4,3)=\mathrm{U}\left(\mathfrak{p}, \mathfrak{g}_{2,2}\right)$ with intersection on $\mathfrak{h}_{1}$, and any other unification of $\mathfrak{p}$ and $g_{2,2}$ is trivial.
(c) Let $\tilde{S}_{p}(1 \leqslant p<n)\left(\right.$ resp. $\left.\tilde{S}_{n}\right)$ be the subalgebra of $g_{n}$ of basis $\left\{L_{\mu v} ; C_{\rho \sigma} ; A_{p \alpha} ; Q_{p+1, \beta}\right\}$ (resp. $\left\{L_{\mu v} ; C_{\rho \sigma} ; A_{n \alpha} ; Q_{1 \beta}\right\}$. Then $\mathrm{g}_{n}=U\left(\mathfrak{p}, \mathfrak{\mathfrak { j }}_{1}, \ldots, \mathfrak{F}_{n}\right)$ and (for all $\left.p=1, \ldots, n\right) \mathfrak{g}_{p}$ deforms according to Proposition 3.2.

## 4. IRREDUCIBLE UNITARY REPRESENTATIONS OF THE GROUP $G_{3}$

Let $R_{q}^{4 n}$ (resp. $R_{q}^{4 n}$ ) be the subgroup of $G_{n}$ generated by $\left(A_{i \mu}\right)$ [resp. $\left.\left(Q_{i \mu}\right)\right]$. Then $G_{n}$ admits the decomposition
$G_{n}=R^{4} \cdot\left\{\left(R_{\underline{c}}^{10} \times R_{a}^{4 n}\right) \cdot\left(R_{q}^{4 n} \cdot \operatorname{SL}(2, C)\right)\right\}$.
Consequently, the most natural method of determining its strongly continuous unitary irreducible representations (UIR) is the method of induced representations ${ }^{12}$ (in stages), provided that it turns out to have the required properties. In what follows we shall restrict ourselves to $G_{3}$; the treatment of $G_{n}$, for any $n$ would be similar.

Proposition 4.1: Let $G_{3}=H \cdot K$, where $H$ (resp. $K$ ) is the group $R^{4}$ [resp. $N_{3} \cdot S \mathrm{SL}(2, C)$ ], $\hat{H}$ is the dual of $H, p$ is the generic element of $\widehat{H}$. Then:

1. The orbits of $\widehat{H}$, relatively to the action of $K$, are the supersurfaces $\Omega_{+}^{m^{2}}\left(p^{2}=-m^{2}, p^{4}>0\right) ; \Omega_{-}^{m^{2}}\left(p^{2}=-m^{2}\right.$, $\left.p^{4}<0\right) ; \Omega^{-m^{2}}\left(p^{2}=m^{2}\right) ; \Omega^{0} \quad\left(p^{2}=0, p^{4}>0\right) ; \Omega^{0}{ }_{-}\left(p^{2}=0\right.$, $\left.p^{4}<0\right)$, and $\Omega_{0}^{0}(\underline{p}=0)$ with the respective stabilizers $N_{3}$. $\operatorname{SU}(2), N_{3} \cdot \operatorname{SU}(2), N_{3} \cdot \operatorname{SL}(2, R), N_{3} \cdot \widetilde{E}_{2}, N_{3} \cdot \widetilde{E}_{2}$, and $N_{3} \cdot \operatorname{SL}(2, C)$, where $m$ is a strictly positive real number and $\widetilde{E_{2}}$ is the twofold covering of the Euclidean group $E_{2}$ in two dimensions.
2. The decomposition $H \cdot K$ of the group $G_{3}$ is a regular semidirect product; the subgroups $H$ and $K$ are closed in $G_{3}$ and $G_{3}$ is a separable locally compact group.

Proof: The action of $K$ on $\hat{H}$ is defined by

$$
\langle k[\hat{h}], h\rangle=\left\langle\hat{h}, k^{-1} h k\right\rangle, \forall h \in H,
$$

where $k$ (resp. $\hat{h}$ ) is an element of $K$ (resp. $\hat{H}$ ) and $\langle$, denotes the action of $\widehat{H}$ on $H$, defined here by

$$
\langle\hat{h}, h\rangle=\exp i(p t), \text { where } p \in \widehat{H}, t \in H, p t=g_{\mu \nu} t^{v} p^{\mu}
$$

If we write $k=\left\{0, c,\left(a_{i}\right),\left(q_{i}\right), A\right\}$, the action of $k$ on $\hat{H}$ reduces to: $p \in \widehat{H} \rightarrow D\left(\frac{1}{2}, \frac{1}{2}\right)(A) p$; this gives the normal orbits of the Poincaré group. ${ }^{13}$

Remark 4.1: In view of the physical applications we wish to draw from our model, we shall confine ourselves in this article to the determination of the UIR of $G_{3}$, for which the Poincare mass-operator $-g^{\alpha \beta} P_{\alpha} P_{\beta}$ is strictly positive (and Poincaré energy is positive, for instance). So it is enough to determine the UIR of the stabilizer $N_{3} \cdot \mathrm{SU}(2)$.

Lemma 4.1: Let $G=H \cdot K$, where $H$ (resp. $K$ ) is the $\operatorname{group} R_{c}^{10} \times R_{a}^{12}\left[\operatorname{resp} R_{q}^{12} \cdot \operatorname{SU}(2)\right], \hat{h}=\left\{0, d,\left(b_{i}\right), \underline{0}, 1\right\}$ the generic element of $\widehat{H}=R_{d}^{{ }_{d}^{10}} \times R_{b}^{12}, d^{[\mu \nu]}(\mu \leqslant v)$ the components of $d$ and $D G$ the matrix with the generic element $d_{\lambda}^{\mu}=g_{\lambda_{\nu}} d^{\mu \nu}$, where $d^{\mu \nu}=d^{\nu \mu}=d^{[\mu \nu]}$. Then the action of $k=\left\{\underline{0}, \underline{0}, \underline{0},\left(\underline{q}_{i}\right), A\right\} \in K$ on $\widehat{H}$ is given by

$$
k\left(\left\{\underline{0}, d,\left(b_{i}\right), \underline{0}, 1\right\}\right)=\left\{0, d_{\sim}^{\prime},\left(b_{i}^{\prime}\right), \underline{0}, 1\right\},
$$

where

$$
\begin{aligned}
& D^{\prime} G=D\left(\frac{1}{2}, \frac{1}{2}\right)(A) D G D\left(\frac{1}{2}, \frac{1}{2}\right)\left(A^{-1}\right) \\
& b_{i}^{\prime}=D\left(\frac{1}{2}, \frac{1}{2}\right)(A) b_{i}+D^{\prime} G q_{i}
\end{aligned}
$$

Proof: Let $h=\left\{\underline{0}, c,\left(a_{i}\right), \underline{0}, 1\right\} \in H$. The action of $H$ on $\widehat{H}$ is defined by

$$
\langle\hat{h}, h\rangle=\exp i\left\{\delta^{k l}\left(b_{-k} \cdot a_{l}\right)+d_{-} \cdot \underline{c}\right\}
$$

where

$$
b_{k} \cdot \underline{a}_{1}=g_{\mu} b_{-k}^{\mu} a_{l}^{v} \text { and } d \cdot c=(g \otimes g)_{[\mu \nu][\rho \sigma]} d_{\sim}^{[\mu \nu]} c^{[\rho \sigma]}
$$

$g$ being the metric tensor of Lorentz and $\left\{(g \otimes g)_{[\mu \nu][\rho \sigma]}\right\}$ the Lorentz invariant metric tensor of $R_{\epsilon}^{10}$ obtained by restricting $g \otimes g$ (defined on $R^{4} \otimes R^{4}$ ) to $S\left(R^{4} \otimes R^{4}\right)$.

The explicit determination of the action of $K$ on $\hat{H}$ is facilitated by the change of basis, $\left\{C_{\mu \mu} \rightarrow C_{\mu \mu} ; C_{\mu \nu} \rightarrow 2 C_{\mu \nu}\right.$ if $\mu \neq \nu\}$, to which corresponds the factor $\beta_{0}$ (equivalent to the factor $\beta$ of Proposition 2.2) which is defined by

$$
\beta_{0}^{\mu \nu}\left(h, h^{\prime}\right)=\left(\frac{1}{2}\right) \delta^{j i}\left\{\left(a_{i} \otimes q_{j}^{\prime}\right)^{\mu \nu}+\left(a_{i} \otimes q_{j}^{\prime}\right)^{\nu \mu}\right\}
$$

and by the use of the fact that $D(1,1) \oplus D(0,0)$ is equivalent to $D\left(\frac{1}{2}, \frac{1}{2}\right) \otimes D\left(\frac{1}{2}, \frac{1}{2}\right)$ restricted to $S\left(R^{4} \otimes R^{4}\right)$.
Q.E.D.

## Notation:

$\mathrm{U}(1) \cdot Z_{2}$ notes the twofold covering of the semidirect product defined by

$$
\begin{aligned}
& (\varphi, d)\left(\varphi^{\prime}, d^{\prime}\right)=\left(\varphi+d \varphi^{\prime}, d d^{\prime}\right) \quad \forall \varphi \in \mathrm{U}(1) \\
& \quad \forall d \in Z_{2}=\{ \pm 1\}
\end{aligned}
$$

$Q_{8}$ denotes the (eight-element) quaternionic group [ $\sigma_{l}$ ) being the three Pauli matrices]: $Q_{8}=\left\{ \pm 1 ; \pm i \sigma_{l}(1 \leqslant l \leqslant 3)\right\} ;$
$Q_{4}$ is one of the following cyclic subgroups of $Q_{8}$,

$$
C_{4}=\left\{ \pm 1 ; \pm i \sigma_{2}\right\}, \quad C_{4}^{\prime}=\left\{ \pm 1 ; \pm i \sigma_{3}\right\} .
$$

Lemma 4.2: Let $G=R_{c}{ }_{c}^{10} \cdot \mathbf{S U}(2)$. Then $\operatorname{SU}(2)$ operating on $R_{d}^{10}$, dual of $R_{c}^{10}$, admits as stabilizers the following groups: $\mathrm{SU}(2)[1] ; \mathrm{U}(1) \cdot Z_{2}[1] ; \mathrm{U}(1)[2] ; Q_{8}[1] ; C_{4}[1] ; C_{4}^{\prime}[1] ;$ $Z_{2}$ [2], where the number in brackets is the number of orbits having the same stabilizer (up to isomorphism).

Proof: According to Lemma 4.1, the action of SU(2) on $R_{d}^{10}$ is defined by

$$
\begin{equation*}
D^{\prime} G=D\left(\frac{1}{2}, \frac{1}{2}\right)(A) D G D\left(\frac{1}{2}, \frac{1}{2}\right)\left(A^{-1}\right), \quad A \in \mathrm{SU}(2) \tag{4}
\end{equation*}
$$

Now $D G$ is written

$$
D G=\left(\begin{array}{cc}
{[D]} & -\vec{D} \\
t \vec{D} & -d^{44}
\end{array}\right)
$$

where $[D]$ (resp. $\vec{D} ;{ }^{\prime} \vec{D}$ ) is the symmetric $3 \times 3$ matrix with generic element $d^{i j}$ resp. the vector of components ( $d^{14}, d^{24}$, $d^{34}$ ); the transpose of $\vec{D}$ ]. So the problem is reduced to solving the system:

$$
\begin{aligned}
& \left.\left[D^{\prime}\right]=D^{1}(A)[D] D^{1}\left(A^{-1}\right) \quad \text { (in } R^{6}\right) \\
& \left.\overrightarrow{D^{\prime}}=D^{\prime}(A) \vec{D} \quad \text { (in } R^{3}\right) \\
& d^{\prime 44}=d^{44} \quad(\text { in } R)
\end{aligned}
$$

where $D^{1}(A)$ is the representation of $A$ in the representation of weight 1 of $\mathrm{SU}(2)$.

The action in $R^{6}$ being defined by a relation of similitude between real symmetric matrices with $D^{1}(A) \in \mathrm{SO}(3)$, the orbits are characterized by the three possible Jordan forms of such matrices, namely $\Omega(\lambda, \lambda, \lambda), \Omega\left(\lambda, \lambda, \lambda_{1}\right)$, and $\Omega\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$.

The orbits in $R^{3}$ are evidently the spheres $S_{k}$ of radius $k \geqslant 0$. As for the orbits in $R$, they are, by definition, reduced to a point $\{\alpha\}, \alpha \in R$, and therefore the orbits of $R_{d}^{10}$ are obtained by considering the Cartesian product $X \times\{\alpha\}$, where $X$ ranges over the set of orbits in $R^{9}$ and $\alpha$ ranges over $R$. So it is sufficient for us to determine the orbits in $R^{9}=R^{6} \times R^{3}$.
First, the orbits in $R^{9}$ having a trace reduced to a point on $R^{6}$ or $R^{3}$ are the following Cartesian products of orbits:

$$
\begin{aligned}
& \Omega(\lambda, \lambda, \lambda) \times S_{k}(k>0), \quad \Omega(\lambda, \lambda, \lambda) \times\{0\}, \\
& \Omega\left(\lambda, \lambda, \lambda_{1}\right) \times\{0\}, \quad \Omega\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \times\{0\} .
\end{aligned}
$$

The other orbits can be obtained in stages, in a way analogous to that of Ref. 14, as follows:

For each orbit $\Omega$ of $R^{6}$ there are in $R^{6} \times R^{3}$ as many orbits as there are orbits in $S_{k}$ under the action of the stabilizer of any particular point of $\Omega$. We characterize an orbit of $R^{6} \times R^{3}$ by a point $[D]_{\Omega}$ of $\Omega$ and an orbit $\omega$ of $S_{k}$ generated by the stabilizer of $[D]_{\Omega}$; we write this orbit $[\Omega, \omega]$ : It is generated by $\left([D]_{\Omega}, \vec{x}\right), \vec{x} \in \omega$.

In this way we find the following orbits in $R_{d}^{10}$ : $\Omega(\lambda, \lambda, \lambda) \times\{0\} \times\{\alpha\}$,

$$
\begin{aligned}
& \Omega\left(\lambda, \lambda, \lambda_{1}\right) \times\{0\} \times\{\alpha\}, \quad \Omega\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \times\{0\} \times\{\alpha\} \\
& \Omega(\lambda, \lambda, \lambda) \times S_{k} \times\{\alpha\}, \quad\left[\Omega\left(\lambda, \lambda, \lambda_{1}\right), \Sigma_{k}(k)\right] \times\{\alpha\} \\
& {\left[\Omega\left(\lambda, \lambda, \lambda_{1}\right), \Sigma_{k}(0)\right] \times\{\alpha\}, \quad\left[\Omega\left(\lambda, \lambda, \lambda_{1}\right), \Sigma_{k}\left(x^{3}\right)\right] \times\{\alpha\},} \\
& {\left[\Omega\left(\lambda_{1} \lambda_{2} \lambda_{3}\right), \Gamma_{k}^{(2)}\right] \times\{\alpha\}, \quad\left[\Omega\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right), \Gamma_{k}^{(4)}\right] \times\{\alpha\},}
\end{aligned}
$$

with their respective stabilizers: $\mathrm{SU}(2), \mathrm{U}(1) \cdot Z_{2}, Q_{8}, \mathrm{U}(1)$, $\mathrm{U}(1), C_{4}, Z_{2}, C_{4}^{\prime}$, and $Z_{2}$.

Here $S_{k}$ denotes the sphere of radius $k>0$ in $R^{3} ; \Sigma_{k}\left(x^{3}\right)$ is the union of two small circles of $S_{k}$ in the planes $\pm x^{3}$; $0<x^{3}<k$ and $\left(\Gamma_{k}^{(2)}, \Gamma_{k}^{(4)}\right)$ are the two types of orbits of $Q_{8}$ in $S_{k}$.

Proposition 4.2: Let us keep the notation of Lemma 4.1. Let $\hat{h}$ be any element of $R_{d}^{10} \times R_{b}^{12}$ and $S_{\hat{h}}$ its stablizer relatively to the action of $R_{q}^{12} \cdot \operatorname{SU}(2)$. Then:

1. If $\operatorname{det} D G \neq 0, S_{\hat{h}}$ is isomorphic with one of the following groups:

$$
\begin{aligned}
& \mathrm{SU}(2)[1], \quad \mathrm{U}(1) \cdot Z_{2}[1], \quad \mathrm{U}(1)[2], Q_{8}[1] \\
& C_{4}[1], \quad C_{4}^{\prime}[1], \quad Z_{2}[2] .
\end{aligned}
$$

2. The $\operatorname{det} D G=0, S_{\hat{h}}$ is isomorphic with one of the following groups:

$$
\begin{aligned}
& R^{3} \times\left(R^{9} \cdot \mathrm{SU}(2)\right)[1], \quad R^{9} \cdot \mathrm{SU}(2)[1], \\
& R^{3} \times \mathrm{SU}(2)[1], \\
& \left.\left.R^{3} \times R^{6} \cdot\left(\mathrm{U}(1) \cdot Z_{2}\right)\right)[1], \quad R^{3} \times R^{3} \cdot\left(\mathrm{U}(1) \cdot Z_{2}\right)\right)[1], \\
& R^{6} \cdot\left(\mathrm{U}(1) \cdot Z_{2}\right)[1], \quad R^{3} \cdot\left(\mathrm{U}(1) \cdot Z_{2}\right)[1], \\
& R^{3} \times\left(\mathrm{U}(1) \cdot Z_{2}\right)[1], \quad R^{6} \times\left(R^{6} \cdot \mathrm{U}(1)\right)[3], \\
& R^{6} \cdot \mathrm{U}(1)[2], \quad R^{6} \times \mathrm{U}(1)[3], \quad R^{3} \times\left(R^{6} \cdot \mathrm{U}(1)\right)[4], \\
& R^{3} \times \mathrm{U}(1)[5] \\
& R^{3} \times\left(R^{3} \cdot Q_{8}\right)[1], \quad R^{3} \cdot Q_{8}[1], \quad R^{3} \times Q_{8}[1] \\
& R^{6} \times\left(R^{3} \cdot Q_{4}\right)[3], \quad R^{6} \times Q_{4}[3], R^{3} \times\left(R^{3} \cdot Q_{4}\right) \\
& R^{3} \times Q_{4} \quad[5], \quad R_{3} \cdot Q_{4}[3], \\
& R^{12} \times Z_{2} \quad[3], \quad R^{9} \times Z_{2} \quad[9], \quad R^{6} \times Z_{2} \quad[16], \\
& R^{3} \times Z_{2} \quad[14],
\end{aligned}
$$

where the number in brackets is the number of orbits having the same stabilizer (up to isomorphism) and the semidirect products $R^{3 q} . L[L$ subgroup of $\mathrm{SU}(2)]$ are defined by the restriction of the representation $\oplus_{q=1}^{3} D_{q}^{1}$ (where $D_{q}^{1}=D^{1}$, for all $q$ ), from $S U(2)$ to $L$.

Proof: We first determine the orbits in $R_{d}^{10} \times R_{b}^{12}$ under the action of the group $R_{q}^{12} \cdot \mathrm{SU}(2)$ and then the respective stablizers. To do so, it is necessary simultaneously to solve the following three linear systems:

$$
\begin{equation*}
b_{i}^{\prime}=D\left(\frac{1}{2}, \frac{1}{2}\right)(A) b_{-i}+D^{\prime} G q_{j}, \quad i=1,2,3 \tag{5}
\end{equation*}
$$

According to the demonstration of Lemma 4.2, we have to distinguish two cases according as det $D G$ is zero or not.

1. $\operatorname{det} D G \neq 0$ : If we denote by $\Omega_{i}(1 \leqslant i \leqslant 9)$ the nine orbits of $\mathrm{SU}(2)$ in $R_{d}^{10}$, the Cartesian products $\Omega_{i} \times R_{b}^{12}$ are orbits in $R_{d}^{10} \times R_{b}^{12}$. If $\hat{h}_{i}=\left\{0, d_{i}, \underline{0}, \underline{0}, 1\right\} \in \Omega_{i} \times R_{b}^{12}$, the relations of Lemma 4.1 show that $S_{\hat{h}_{1}}$ is isomorphic with the stabilizer of $\Omega_{i}$.
2. $\operatorname{det} D G=0$ : We use the previous method of determination in stages of the orbits; for each orbit $\Omega_{i}$ of $\operatorname{SU}(2)$ in $R_{d}^{10}$, we choose a point $D_{i}^{0} G \in \Omega_{i}$, and then we calculate in $R_{b}^{12}$ the orbit $X$ of the stabilizer of $D_{i}^{0} G$. So, for each $\Omega_{i}$, we have to discuss the conditions det $D_{i}^{0} G=0$ and then solve the linear system (5). In this way we finally obtain eightynine types of orbits, ( $\Omega_{i}, X$ ), generated by ( $D_{i}^{0} G, \times_{i=1}^{3} b_{j}$ ), $\times_{i=1}^{3} b_{i} \in X$ (the interested reader may obtain their list from the authors). The corresponding stabilizers $S_{\hat{h}}$ are isomorphic to $R^{3 p} \times\left(R^{3 q} . L\right)(0 \leqslant p \leqslant 4 ; 0 \leqslant q \leqslant 3)$, the semidirect product being defined by the restriction of the representation $\oplus_{q=1}^{3} D_{q}^{1}$ (where $D_{q}^{1}=D^{1}$, for all $q$ ) from $\operatorname{SU}(2)$ to $L$.
Q.E.D.

Proposition 4.3: The stabilizers of the semidirect products $R^{3 q} . L$ of the preceding proposition are isomorphic to one of the following groups: $\mathrm{SU}(2), \mathrm{U}(1) \cdot Z_{2}, \mathrm{U}(1), Q_{8}, Q_{4} Z_{2}$.

## Remarks 4.2:

(a) All the semidirect products encountered in this method of induction in stages are regular since for each of them a Borel set can be constructed, meeting each orbit at one and only one point. So we shall obtain all the UIR of $G_{3}$ (such that the mass-operator of the Poincaré group be strictly positive) knowing those of the groups mentioned in Proposition 4.3 (which are known) by the Mackey method.
(b) If a group $G$ is a semidirect product of two closed unimodular subgroups $H$ and $K, H$ being normal in $G$, it follows from Ref. 15 Chapter II, Paragraph 7, that $G$ is unimodular if for every function $f \in \mathscr{L}_{\mu}^{1}(H)$ we have $\int_{H} f\left(k h k^{-1}\right) d \mu(h)=\int_{H} f(h) d \mu(h)$, where $d \mu$ is an invariant Haar measure on $H$. It follows, on applying this property in stages, that all the semidirect products encountered are unimodular and that their invariant measures are obtained by simply considering the product of the measures of their factors.
(c) The orbit $\Omega_{+}^{m^{2}}$ in $R^{4}$ obtained at the first stage of the induction and one of the orbits $\Omega$ ' in $R_{d}^{10} \times R_{b}^{12}$ obtained at the second stage can be regrouped to constitute an orbit $\Omega=\left(\Omega_{+}^{m^{2}}, \Omega^{\prime}\right)$ in $R^{4} \times R_{d}^{10} \times R_{b}^{12}$ relatively to the action of $R_{q}^{12} \cdot \operatorname{SL}(2, C)$. This amounts to the decomposition $G_{3}=H \cdot K$,
where $H$ (resp. $K$ ) is the group $R^{4} \times R_{c_{a}}^{10} \times R_{\underline{a}}^{12}$ [resp. $R_{g}^{12} \cdot \operatorname{SL}(2, C)$ ], and obviates the necessity for going into the details of the first two stages of the induction. Under these conditions, all the UIR of $G_{3}$ looked for are obtained (up to unitary equivalence) by choosing, for every orbit $\Omega$ of $\overparen{H}$, a point $\hat{h}_{0} \in \Omega$, an arbitrary function of $\Omega$ in $K$ which makes $\Gamma_{\hat{h}}$ correspond to $\hat{h} \in \Omega$ such that $\Gamma_{\hat{h}}\left(\hat{h}_{0}\right)=\hat{h}$ and an UIR $L$ of the stabilizer of $\hat{h_{0}}$, say $K_{\hat{h}_{0}}$, acting in a Hilbert space $\mathscr{H}_{L}$. These representations are defined in the Hilbert space $\mathscr{L}_{\mu}^{2}\left(\Omega, \mathscr{H}_{L}\right)$ of functions $F$ on $\Omega$ with values in $\mathscr{H}_{L}$ such that $\int_{\Omega}\|F(\hat{h})\|_{\mathscr{H},}^{2} d \mu(\hat{h})<\infty$, where $d \mu(\hat{h})$ is an invariant measure under $K$ concentrated on $\Omega$, by

$$
\left\{U\left(h_{1} k_{\mathrm{l}}\right) F\right\}(\hat{h})=\left\langle\hat{h}, h_{1}\right\rangle L\left(\Gamma_{\bar{h}}^{-1} k_{1} \Gamma_{k_{1}^{\prime}(\hat{h}}\right\rangle F\left(k_{1}^{-1}(\hat{h})\right) .
$$

## 5. REPRESENTATIONS OF THE LIE ALGEBRA $\mathfrak{g}_{3}$ AND MASS SPECTRUM

In order for the interpretation that is the outcome of our model to be coherent, we must first point out the physical relevance of the generators of group $G_{3}$ and also explain the construction of the mass operators which we adopt.

Let us point out first of all that all generators of $G_{3}$ are relativistically covariant since they are invariant under translations and transform, under the action of the Lorentz group, like a Lorentz tensor. Furthermore, for each fixed pair $(\mu, v),\left(A_{i \mu}, Q_{j v}\right)(1 \leqslant i, j \leqslant 3)$ are "canonically conjugate" relatively to the intrinsically internal variables. So it is possible to interpret the $A_{i \mu}$ and the $Q_{j v}$ (and the $C_{\mu \nu}$ which depend on them algebraically) as describing the internal dynamics of a system of composite particles (the components of which may not exist in the free state) in the following way: The quark (resp. antiquark) energy-momentum will be given by an "external" part $T_{\mu}$ and a"internal" part $Q_{i \mu}$ (resp. $A_{i,}$ ). Similarly, we shall assume that the mass-operator for the composite system can be written (at least in a sufficient approximation) as $M^{2}=M_{0}^{2}+M_{I}^{2}$, where $M_{0}^{2}=T_{\mu} T^{\mu}$ is the relativistic free mass and $M_{I}^{2}$ the mass-splitting term due to the description of particles as composite system. This mass-splitting term will be given by some combinations of the internal components $\left(Q_{i \mu}, A_{i \mu}\right)$ which we shall explicit in the following various cases. In what follows, $M_{I}^{2}$ will be called (square) mass-observable, as it is this term that, in a suitable representation of $\mathfrak{g}_{3}$, will give the mass-spectrum. The various mass-observables which we consider in the following are symmetric homogeneous polynomials of the second degree in the conjugate canonical variables which describe the internal dynamics. We shall thus have a description of the creation of energy from the internal motion, the particles being the excited states of an energetically more fundamental system.

In a way, this interpretation seems to be a generalization of the standard description of systems of $n$ quantum particles possessing only properties that have a classical analog. As a matter of fact there exist, for such systems, $n$ pairs of canonically conjugate variables $\left(P_{i}, Q_{i}\right)_{1 \leqslant i \leqslant n}$ representing $\mathfrak{h}_{n}$ such that the Hamiltonian (and also every other physical observable) is a function of $i t$. In our model, $\mathfrak{n}_{n}$, which characterizes the internal dynamics, in a first approximation, would generalize $\mathfrak{h}_{n}$.

This interpretation has also the advantage that none of the generators is superfluous, contrarily to the various relativistic generalizations of the $\operatorname{SU}(6)$ model (cf. for instance Ref. 16).

Now let us pass to the examples. We shall give four representations of the Lie algebra $\mathfrak{g}_{3}$. The first is integrable to the group $G_{3}$ and the three others are not, but are integrable on the Poincaré subalgebra.

## A. Integrable representation of $\mathfrak{g}_{3}$ (harmonic oscillator model)

Let $\rho$ be the representation of $\mathfrak{g}_{3}$ defined as follows: The space of the representation is the completed tensor product $\mathscr{L}_{\mu_{0}}^{2}\left(\Omega_{+}^{m_{0}^{2}}, \mathscr{H}_{j}\right) \widehat{\mathscr{L}^{2}}\left(R^{3}\right)$, where $\mathscr{L}_{\mu_{0}}^{2}\left(\Omega_{+}^{m_{0}^{2}}, \mathscr{H}_{j}\right)$ is the carrying space of the UIR $D^{+}\left(m_{0,} j\right)$ of the Poincaré group of positive energy, mass $m_{0}>0$ and spin $j, \Omega_{+}^{m_{0}^{2}}$ is the one-sheeted hyperboloid ( $p_{\mu} p^{\mu}=-m_{0}^{2} ; p^{4}>0$ ),
$d \mu_{0}(p)=\left(\overrightarrow{p^{2}}+m_{0}^{2}\right)^{-1 / 2} d^{3} \vec{p}$ is a measure concentrated on $\Omega_{+}^{m_{0}^{2}}$ invariant by $\operatorname{SL}(2, C)$, and $\mathscr{H}_{j}$ the carrying space of the representation of weight $j$ of $S U(2)$.

If we denote by the same symbol a generator (of Poincare or of $\mathfrak{g}_{3}$ ) and its representative, the generators of $\mathfrak{g}_{3}$ are represented by:

$$
\begin{aligned}
& L_{\mu v}=I \bar{\otimes} M_{\mu v}, \quad T_{\mu}=I \bar{\otimes} P_{\mu}, \quad C_{\mu \nu}=I \bar{\otimes} P_{\mu} P_{v} \\
& A_{j \mu}=x_{j} \bar{\otimes} P_{\mu}, \quad Q_{j \mu}=i\left(\frac{\partial}{\partial x_{j}}\right) \bar{\otimes} P_{\mu}
\end{aligned}
$$

where $I$ is the identity operator in $\mathscr{L}^{2}\left(R^{3}\right)$ and $\bar{\otimes}$ designates the closure of the tensor product, acting in the space $\mathscr{D}^{G}\left(D^{+}\left(m_{0} j\right)\right) \otimes \mathscr{S}\left(R^{3}\right)$, where $\mathscr{D}{ }^{G}\left(D^{+}\left(m_{0, j}\right)\right)$ istheGárding domain of the representation $D^{*}\left(m_{0} j\right)$ and $\mathscr{S}\left(R^{3}\right)$ is the Schwartz space.

Proposition 5.1: Let $\Omega=\left(\Omega_{+}^{m_{0}^{2}}, \Omega^{\prime}\right)$ be the orbit in $R^{4} \times R_{d}^{10} \times R_{b}^{12}$ characterized by the stabilized point $\hat{h}_{0}=\left\{\underline{p}_{0}, D^{\circ} G, \underline{0}, \underline{0}, \underline{0}\right\}$ and the stabilizer $R^{9} \cdot S U(2)$, where

$$
D^{\circ} G=\left(\begin{array}{cc}
0 & 0 \\
0 & -m_{0}^{2}
\end{array}\right) \text { and } \underline{p}_{0}=\left(0,0,0, m_{0}\right)
$$

Then $\rho$ is contained in the differential of the induced representation, starting from $\Omega$, by the UIR of $R^{9} \cdot \mathrm{SU}(2)$ associated with the trivial orbit.

Proof: Any point of $\Omega$ can be parametrized by the multiple

$$
\begin{aligned}
& \left(D\left(\frac{1}{2}, \frac{1}{2}\right)\left(A_{p}\right),\left(p_{0}\right), D\left(\frac{1}{2}, \frac{1}{2}\right)\left(A_{p}\right) D^{0} G D\left(\frac{1}{2}, \frac{1}{2}\right)\left(A_{\underline{p}}^{-1}\right)\right. \\
& \left.\quad \underset{i=1}{\times} D\left(\frac{1}{2}, \frac{1}{2}\right)\left(A_{p}\right)\binom{\overrightarrow{0}}{m_{0} x_{i}}\right)
\end{aligned}
$$

where $p \rightarrow A_{p}$ is the field of Lorentz transformations in the canonical formalism, ${ }^{13}$ which associates with every $p \in \Omega_{+}^{m_{0}^{2}}$ :
$A_{p}=\left[2 m_{0}\left(p^{4}+m_{0}\right)\right]^{-1 / 2}\left(\begin{array}{cc}m_{0}+p^{4}+p^{3} & p^{1}+i p^{2} \\ p^{1}-i p^{2} & m_{0}+p^{4}-p^{3}\end{array}\right)$,
$A_{p} \in \mathrm{SL}(2, C)$
such that $D\left(\frac{1}{2}, \frac{1}{2}\right)\left(A_{p}\right)\left(p_{0}\right)=p$.
It follows that $\Omega$ depends on six real parameters,
$\left[\left(p_{\mu}\right)\right.$, with $p_{\mu} p^{\mu}=-m_{0}^{2}$, and $\left.x_{i} \in R(1 \leqslant i \leqslant 3)\right]$.
In what follows, when clear from the context, $D\left(\frac{1}{2}, \frac{1}{2}\right)(A)(x)$ will simply be written $A(\underline{x})$. We can take as field $h \rightarrow \Gamma_{\hat{h}}$ [such that $\left.\Gamma_{\hat{h}}\left(\hat{h}_{0}\right)=\hat{h}\right]$ :

$$
\Gamma_{\hat{h}}=\left(\begin{array}{c}
3 \\
\times=1
\end{array} A_{p}\binom{\overrightarrow{0}}{-m_{0}^{-1} x_{i}}, A_{e}\right)
$$

if

$$
\hat{h}=\left(\underline{p_{p}} A_{p} D^{0} G A_{p}^{-1}, \underset{i=1}{\times} A_{p}\binom{\overrightarrow{0}}{m_{0} x_{i}}\right)
$$

The UIR of $G_{3}$ induced by that of $R^{9} \cdot \mathbf{S U ( 2 )}$ associated with the trivial orbit in $R^{9}$ will be written

$$
\begin{aligned}
{\left[U \left(t_{0}, c_{0},\right.\right.} & \left.\left(a_{0 j}\right),\left(q_{0 j}\right), A_{0} F\right]\left(p,\left(x_{i}\right)\right) \\
= & \exp i\left[p \cdot t_{0}+d_{-} \cdot\left(c_{0}-\theta_{0}\right)+\delta^{k l} b_{-k} \cdot \underline{a}_{0 l}\right] \\
\quad & \times D^{j}\left(A_{e}^{-1} A_{0} A_{A_{0}}{ }^{-1}(P)\right. \\
& \times F\left(A_{0}^{-1}(p),\left(x_{i}+m_{0}\left[A_{e}^{-1}\left(q_{0 i}\right)\right]^{4}\right)\right.
\end{aligned}
$$

where
$d^{\mu \nu}=p^{\mu} p^{\nu}, \quad b_{i}=x_{i} \underline{p}$,
$\theta_{\sim}^{\mu \nu}=\frac{1}{2} \delta^{i j}\left[\left(a_{0 i} \otimes q_{0 j}\right)^{\mu \bar{\gamma}}+\left(\underline{a}_{0 i} \otimes q_{0 j}\right)^{\nu \mu}\right]$.
$D^{j}$ is the UIR of $\operatorname{SU(2)}$ of weight $j$ operating in $\mathscr{H}_{j}$;
$F \in \mathscr{L}_{v}^{2}\left(\Omega_{+}^{m_{0}^{2}} \times R^{3} ; \mathscr{H}_{j}\right)$ and $d v=d \mu_{0} d x_{1} d x_{2} d x_{3}$.
Differentiating this representation we obtain for infinitesimal generators (defined on the space of its $\mathscr{C}^{\infty}$ vectors):

$$
\begin{aligned}
& T_{\mu}=p_{\mu}, \quad A_{j \mu}=x_{j} p_{\mu} \\
& \vec{M}=i \vec{p} \wedge \nabla_{\vec{p}}+\vec{S}, \quad Q_{j \mu}=i\left(\frac{\partial}{\partial x_{j}}\right) p_{\mu} \\
& \vec{N}=-\left(p^{4}+m_{0}\right)^{-1}(\vec{p} \wedge \vec{S})+i p^{4} \nabla_{\vec{p}} \\
& C_{\mu \mu}=\left(p_{\mu}\right)^{2}, \quad \text { and } \quad C_{\mu \nu}=2 p_{\mu} p_{v} \quad(\mu \neq v),
\end{aligned}
$$

where

$$
\begin{aligned}
& \vec{M}=\left(M_{1}, M_{2}, M_{3}\right), \quad \vec{N}=\left(N_{1}, N_{2}, N_{3}\right), \quad M_{i}=\frac{1}{2} \epsilon_{i j k} L_{j k} \\
& N_{i}=L_{i 4}, \quad \nabla_{\vec{p}}=\left(\frac{\partial}{\partial p^{1}}, \frac{\partial}{\partial p^{2}}, \frac{\partial}{\partial p^{3}}\right), \quad \vec{S}=\left(S_{1}, S_{2}, S_{3}\right),
\end{aligned}
$$

$\left(S_{i}\right)_{1<i \varsigma 3}$ are the infinitesimal generators of the representation $D^{j}$ of $\operatorname{SU}(2)$ and $\wedge$ denotes the vector product. Q.E.D.

In this framework we shall take for the mass-splitting operator

$$
\begin{equation*}
M_{I}^{2}=-g^{\mu v} \delta^{i j}\left(Q_{i \mu} Q_{j v}+A_{i \mu} A_{j v}\right)=M_{Q}^{2}+M_{A}^{2} \tag{7}
\end{equation*}
$$

The internal degrees of freedom are thus assumed to contribute to the mass-splitting via a term which is (for each space-time direction) the Hamiltonian of the (three-dimensional) harmonic oscillator. This term can be viewed upon as the sum of the self-interactions of the quarks and the antiquarks, each of these self-interaction terms has a continuous spectrum, but the binding of both, described here by the sum, creates a discrete hadron mass-spectrum. This massobservable is represented by the operator $m_{0}^{2}\left(-\Delta+\vec{x}^{2}\right)$ which has a discrete spectrum and leads to the mass-formula

$$
m_{n}=m_{0}(2 n+3)^{1 / 2}
$$

where $n$ is a nonnegative integer.

## B. Local representations and mass-spectrum

Let us point out first of all that the use of the local (partially integrable) representations in this context is justified by the following general remark (cf. also Ref. 17): If the symmetry "differentiates" (naturally) locally, the dynamics (a fortiori the internal dynamics), it, on the other hand, does not necessarily "integrate" globally; in fact, direct use of the theorem of Noether leads (by differentiation) to observables obeying laws of conservation; conversely, if we start out from an algebra of observables, each of them can generate a one-parameter group, but the dynamics by no means requires that there is global integrability; now in a situation such as this, it is the dynamics which must take precedence. As for the method of investigation of the local representations of $\mathrm{g}_{3}$, it is analogous to that Ref. 18, the definitions of which we adopt. They are constructed upon the differential of a unitary global representation of $g_{3}$, carried out in a certain functional space, by truncating the domain of variation of the variables with suitable boundary conditions in order to destroy integrability. These boundary conditions can also be considered as reflecting the internal dynamics (or even the internal geometry) of hadrons.

We are going to study here three irreducible Poincaré partially integrable local representations $\rho^{i}(1 \leqslant i \leqslant 3)$ of the Lie algebra $g_{3}$, related to the integrable representation $\rho$ defined above. By irreducibility of $\rho^{i}$ we understand Schurirreducibility, namely that every bounded operator commuting strongly with some integrable observables (i.e., with their spectral resolutions) and weakly with the others is a multiple of the identity operator. More precisely we require the commutation with the unitary group corresponding to maximum integrable Lie subalgebra of $\rho^{i}\left[\mathscr{U}\left(g_{3}\right)\right]$ and commutation with the operators of $\rho^{i}\left[\mathscr{U}\left(g_{3}\right)\right]$ on the common invariant domain. Note that the integrable Lie subalgebra of $\rho^{i}\left[\mathscr{U}\left(g_{3}\right)\right]$ need not be the representation of a Lie subalgebra of $\mathscr{Z}\left(g_{3}\right)$, since (as will happen for $\rho^{2}$ and $\rho^{3}$ ) some elements of $\mathscr{U}\left(\mathfrak{g}_{3}\right)$ can be trivially represented (i.e., by multiples of the identity). In the examples that we consider it will be enough to restrict ourselves to elements of degree less than or equal to two in $\rho^{i}\left[\mathscr{U}\left(g_{3}\right)\right]$. For each $\rho^{i}$, we introduce two domains: The domain of definition of the representation, and the mass-spectrum domain on which the mass-observable considered is represented by an essentially self-adjoint positive operator with a purely discrete spectrum, consisting of isolated eigenvalues. The former is a subspace of the latter.
(a) Let $\mathscr{L}^{1}=\mathscr{G}_{\mu 0}^{2}\left(\Omega_{+}^{m_{0}^{2}}, \mathscr{H}_{j}\right) \hat{\otimes}_{\mathscr{L}}(Q)$, where $Q$ is the cube $\left(0 \leqslant x_{i} \leqslant a\right)$. We write $S_{0}^{1}=\mathscr{S}_{\bar{p}}\left(R^{3}, \mathscr{H}_{j}\right) \otimes \mathscr{C}_{0}^{\infty}(Q)$, where $\mathscr{S}_{\tilde{p}}\left(R^{3}, \mathscr{H}_{j}\right)$ is the space of the rapidly decreasing $\mathscr{C}{ }^{\infty}$ (in $\vec{p}$ ) functions of $\mathscr{L}_{\mu 0}^{2}\left(\Omega_{+,}^{m_{0}^{2}} \mathscr{H}_{j}\right)$ and $\mathscr{C}_{0}^{\infty}(Q)$ is the space of $\mathscr{C}^{\infty}$ (in $\vec{x}$ ) functions, vanishing together with all their derivatives on the boundary of $Q \cdot S_{0}^{1}$ is dense in $\mathscr{H}^{1}$ and is a common invariant domain of the infinitesimal generators of the representation $\rho$ on which they are symmetric. This defines a representation $\rho^{\prime}$ of $g_{3}$ on $\mathscr{H}^{1}$ by symmetric operators.

Now, let $B$ be an arbitrary bounded operator. We shall make use of the strong commutation with the elements $\rho^{1}$
$\left(L_{\mu v}\right), \rho^{1}\left(T_{\mu}\right), \rho^{1}\left(g^{\mu v} T_{\mu} Q_{j v}\right)$ which define on $S_{\pi}^{1}$
$=\mathscr{S}_{\bar{p}}\left(R^{3}, \mathscr{H}_{j}\right) \otimes \mathscr{C}_{\pi}^{\infty}(Q)$, where $\mathscr{C}_{\pi}^{\infty}(Q)$ is the space of the $\mathscr{C}^{\infty}$ (in $\vec{x}$ ) functions periodic on the boundary of $Q$ together with all their derivatives, an integrable representation ${ }^{17}$ of this subalgebra $R^{3} \oplus\left[R^{4}+\Omega l(2, C)\right]$. This implies that $B$ must satisfy

$$
B\left\{\psi_{l}(\vec{p}, s) \exp \left(i \frac{2 \pi}{a} \vec{n} \vec{x}\right)\right\}=b(\vec{n}) \psi_{l}(\vec{p}, s) \exp \left(i \frac{2 \pi}{a} \vec{n} \vec{x}\right),
$$

where $\left[\psi_{l}(\vec{p}, s)\right.$ denoting a basis of $\left.\mathscr{L}_{\mu 0}^{2}\left(\Omega_{+}^{m_{n}^{2}}, \mathscr{H}_{j}\right)\right]$

$$
\left\{\psi_{l}(\vec{p}, s) \exp \left(i \frac{2 \pi}{a} \vec{n} \vec{x}\right), l \in N,-j \leqslant s \leqslant j, \vec{n} \in Z^{3}\right\} \subset S_{\pi}^{l}
$$

is a basis of $\mathscr{H}^{1}$. Finally the weak commutation with $\rho^{1}\left(g^{\mu v} T_{\mu} A_{j v}\right)$ and the density of $S_{0}^{1}$ in $\mathscr{H}^{1}$ show that $B$ must be scalar. So $\rho^{1}$ is a Schur-irreducible representation of $g_{3}$.

Denoting by $V$ the unitary transformation on $\mathscr{H}^{1}$ which maps $f$ on $\exp \left(\frac{1}{2} i \vec{x}^{2}\right) f, V\left(S_{\pi}^{1}\right)$ contains an invariant dense common domain of analytic vectors for each of the generators $L_{\mu \nu} T_{\mu}, \Sigma_{j=1}^{3}\left(Q_{j \mu}+A_{j \mu}\right)$ which is:

$$
\mathscr{D}^{\omega}=\left\{\psi e^{i \vec{x} / 2} e^{i 2 \pi \vec{n} \cdot \vec{x} / a} ; \psi \in \mathscr{D}^{\omega}\left(D^{+}\left(m_{0}, j\right)\right), \vec{n} \in Z^{3}\right\}
$$

where $\mathscr{D}^{\omega}\left(D^{+}\left(m_{0, j}\right)\right) \subset \mathscr{S}_{\tilde{p}}\left(R^{3}, \mathscr{H}_{j}\right)$ is the set of analytic vectors corresponding to the representation $D^{+}\left(m_{0, j}\right)$ of $p$. Then (see Ref. 17) these generators define on $V\left(S_{\pi}^{1}\right)$ a representation of $R^{8} \notin \mathfrak{E l}(2, C)$ integrable to a unitary representation of the group $R^{8} \cdot \operatorname{SL}(2, C)$.

The squared mass-operator

$$
\begin{equation*}
M^{2}=-g^{\mu v}\left\{\sum_{j=1}^{3}\left(Q_{j \mu}+A_{j \mu}\right)\right\}\left\{\sum_{j=1}^{3}\left(Q_{j v}+A_{j v}\right)\right\} \tag{8}
\end{equation*}
$$

is an invariant of $R^{8} \cdot \mathrm{SL}(2, C)$. It is represented in this representation $\rho^{1}$ by $m_{0}^{2}\left\{\Sigma_{j=1}^{3}\left(i \partial_{j}+x_{j}\right)\right\}^{2}$, which is essentially selfadjoint on $V\left(S_{\pi}^{1}\right)$ and has a discrete spectrum which leads to the mass formula

$$
m_{k}=2 \pi k a^{-1} m_{0}
$$

where $k$ is a positive integer.
(b) Let $\mathscr{H}^{2}=\mathscr{L}_{\mu 0}^{2}\left(\Omega_{+}^{\mathrm{m}_{0}^{2}} \mathscr{H}_{j}\right) \hat{\otimes}_{\mathscr{L}^{2}(C) \text {, where } C \text { is the }}$ cylinder

$$
\begin{aligned}
& \left\{\left(x_{1}, x_{2}, x_{3}\right) ; 0 \leqslant x_{1}^{2}+x_{2}^{2} \leqslant a^{2} \text { and } 0 \leqslant x_{3} \leqslant b\right\} . \\
& \mathscr{L}^{2}(C) \text { decomposes into } \\
& \left.\mathscr{L}^{2}(C)=\mathscr{L}^{2}([0, a]), r d r\right) \hat{\otimes} \mathscr{L}^{2}(T, d \theta) \hat{\otimes} \mathscr{L}^{2}\left([0, b], d x_{3}\right),
\end{aligned}
$$

where $T$ is the torus $[0,2 \pi]$ and $x_{1}=r \cos \theta, x_{2}=r \sin \theta$. Let $S_{0}^{2}=\mathscr{S}_{\vec{p}}\left(R^{3}, \mathscr{H}_{j}\right) \otimes \mathscr{C}_{0 r}^{\infty}([0, a]) \otimes \mathscr{C}_{\theta}^{\infty}(T) \otimes \mathscr{C}_{0 \times 1}^{\infty}([0, b])$ be, where $\mathscr{C}_{0 r}^{\infty}([0, a])$ and $\mathscr{C}_{0 x}^{\infty}([0, b])$ are the spaces of the functions $\mathscr{C}{ }^{\infty}$ (in $r$ or $x_{3}$ respectively) vanishing together with all derivatives at the end points of the intervals, and $\mathscr{C}_{\theta}^{\infty}$ ( $T$ ) that of the $\mathscr{C}^{\infty}$-functions on $T \cdot S_{0}^{\mathbf{2}}$, which is dense in $\mathscr{H}^{2}$, is a common invariant domain of the infinitesimal generators of the representation $\rho$, on which they are symmetric. This defines a local representation $\rho^{2}$ of $g_{3}$ on $\mathscr{H}^{2}$ by symmetric operators.

Now, let $B$ be an arbitrary bounded operator which commutes strongly with $\rho^{2}\left(L_{\mu v}\right), \rho^{2}\left(T_{\mu}\right)$, and $\rho^{2}\left(g^{\mu v} T_{\mu} Q_{3 v}\right)$
which generate the group $P \times \mathrm{U}(1)$ and weakly with $\rho^{2}$ ( $g^{\mu v} T_{\mu} A_{3 v}$ ). Then $B$ reduces to

$$
\begin{aligned}
& B \psi_{l}(\vec{p}, s) J_{n}\left(k_{n} r\right) e^{ \pm i n \theta} e^{i 2 \pi z x_{1} / b} \\
& \quad=\psi_{l}(\vec{p}, s) e^{i 2 \pi z x_{1} / b} B^{\prime} J_{n}\left(k_{n} r\right) e^{ \pm i n \theta},
\end{aligned}
$$

where

$$
\begin{aligned}
& \left\{\psi_{l}(\vec{p}, s) J_{n}\left(k_{n} r\right) e^{ \pm i n \theta} e^{i 2 \pi z x_{1} / b} \text { with } l \in N,-j \leqslant s \leqslant j, n \in N,\right. \\
& \left.\quad z \in Z, k_{n} \text { verifying } J_{n}\left(k_{n} a\right)=0\right\}
\end{aligned}
$$

is a basis of $\mathscr{H}^{2}, J_{n}$ being the Bessel functions, solution to the Sturm-Liouville problem relative to the vibrating circular membrane. ${ }^{19}$ The two operators $\rho^{2}\left(\Sigma_{j=1}^{2} g^{\mu v} Q_{j \mu} Q_{j v}\right)$ and $\rho^{2}\left(g^{\mu v}\left(Q_{1 \mu} A_{2 v}-Q_{2 \mu} A_{1 v}\right)\right)$ generate unitary representations of $\mathrm{U}(1)$ commuting between themselves and with the group $P \times \mathrm{U}(1)$ represented above. Our assumption of Schur-irreducibility implies that $B$ must commute with these groups also, and therefore

$$
B^{\prime} J_{n}\left(k_{n} r\right) e^{ \pm i n \theta}=b\left( \pm n, k_{n}\right) J_{n}\left(k_{n} r\right) e^{ \pm i n \theta} .
$$

Finally an argument analogous to that of (Ref. 20 Appendix) using the weak commutation with $\rho^{2}\left(g^{\mu \nu} T_{\mu} Q_{1 v}\right)$ shows that $B$ is scalar. So $\rho^{2}$ is a Schur-irreducible local representation of $\mathrm{g}_{3}$ on $\mathscr{H}^{2}$.

Assuming (at least in a first approximation) that the "internal momenta" $Q_{i \mu}$ of the "quarks" and $A_{i \mu}$ of the "antiquarks" add linearly and that there is no contribution mixing the different "colors" $i=1,2,3$, we are led to consider the mass-splitting operator,

$$
\begin{equation*}
M_{I}^{2}=-g^{\mu v} \delta^{i j}\left(Q_{i \mu}+A_{i \mu}\right)\left(Q_{j v}+A_{j v}\right) \tag{9}
\end{equation*}
$$

It is represented, in the representation $\rho^{2}$, by the operator

$$
\begin{equation*}
M_{I}^{2}=m_{0}^{2} \sum_{j=1}^{3}\left(i \partial_{j}+x_{j}\right)^{2} \tag{9a}
\end{equation*}
$$

which is essentially self-adjoint on the domain $V\left(S_{\pi}^{2}\right)$, where

$$
\begin{aligned}
S_{\pi}^{2}=\mathscr{L}_{\mu}^{2}\left(\Omega_{+}^{m_{i}^{2}}, \mathscr{H}_{j}\right) & \otimes \mathscr{C}_{0 r}^{\infty}([0, a]) \otimes \mathscr{C}_{\theta}^{\infty}(T) \\
& \otimes \mathscr{C}_{\pi x}([0, b])
\end{aligned}
$$

$\mathscr{C}_{0 r}^{\prime \infty}([0, a])$ being the space of the functions $\mathscr{C}{ }^{\infty}$ (in $r$ ), vanishing at the right endpoint $a$, and $\mathscr{C}{ }_{\pi x}^{\infty}([0, b])$ being that of the functions $\mathscr{C}^{\infty}$ in $x_{3}$ and verifying, together with all their derivatives, the boundary condition of periodicity. $M^{2}$ has a discrete spectrum which leads to the mass formula

$$
m_{n, k_{n, 2}}=m_{0}\left[k_{n}^{2}+\left(2 \pi z b^{-1}\right)^{2}\right]^{1 / 2}
$$

where $n \in N, k_{n} \in S_{n}=\left\{\lambda ; J_{n}(\lambda a)=0\right\}$, and $z \in Z$ (all integers). This model could be generalized by introducing, instead of $\delta^{i j}$, different tensors $\tau^{i j}$ in (9) which by their nature would give rise to internal quantum numbers, for instance.
(c) Let $\mathscr{H}^{3}=\mathscr{L}_{\mu_{n}}^{2}\left(\Omega_{+, \mathscr{H}_{j}}^{m_{i}^{2}}\right) \hat{\otimes}_{\mathscr{L}}(S)$, where $S$ is the sphere $\left\{\vec{x} \in R^{3}\right.$ such that $\left.|\vec{x}| \leqslant a\right\}$. $\mathscr{L}^{2}(S)$ decomposes into

$$
\mathscr{L}^{2}(S)=\mathscr{L}^{2}\left([0, a], r^{2} d r\right) \widehat{\otimes} \sum_{j \in N} \mathscr{H} j(\theta, \varphi),
$$

where $(r, \theta, \varphi)$ are the spherical coordinates and $\mathscr{H}_{j}(\theta, \varphi)$ is the carrying space of the UIR of weight $j$ of $\operatorname{SO}(3)$. Let $S_{0}^{3}$ be the dense subspace of $\mathscr{H}_{3}$ defined by

$$
S_{0}^{3}=\mathscr{S}_{\tilde{p}}\left(R^{3}, \mathscr{H}_{j}\right) \otimes \mathscr{C}_{0 r}^{\infty}([0, a]) \otimes \sum_{j \in N} \mathscr{H}_{j}(\theta, \varphi)
$$

$S_{0}^{3}$ is a common invariant domain of the infinitesimal generators of the representation $\rho$ on which they are symmetric.

This defines a local representation $\rho^{3}$ of $g_{3}$ on $\mathscr{H}^{3}$ by symmetric operators. The proof of the Schur-irreducibility is analogous to that of the preceding case. First we consider a basis of $\mathscr{H}^{3}$, defined by the following functions:

$$
\begin{aligned}
& \psi_{n}(\vec{p}, s) r^{-1 / 2} J_{l+1 / 2}\left(k_{l} r\right) Y_{m_{l}}^{l}(\theta, \varphi), \\
& l \in N, \quad-l \leqslant m_{l} \leqslant l, \quad \text { and } \quad k_{l} \in S_{l}=\left\{\lambda ; J_{l+1 / 2}(\lambda a)=0\right\}
\end{aligned}
$$

The $J_{l+1 / 2}$ are the Bessel functions, solution to the SturmLiouville problem relative to the vibrating sphere, ${ }^{19}$ and the $Y_{m_{l}}^{l}(\theta, \varphi)$ are the spherical harmonics. Now we use the strong commutation with $\rho^{3}\left(L_{\mu \nu}\right), \rho^{3}\left(T_{\mu}\right), \rho^{3}\left(g^{\mu v} \delta^{i j} Q_{i \mu} Q_{j v}\right)$, which generates a $P \times U(1)$ group and $\rho^{3}\left(L_{i j}\right)$, where $L_{i j}=g^{\mu \nu}\left(Q_{i \mu} A_{j v}-Q_{j \mu} A_{i v}\right)(1 \leqslant i, j \leqslant 3)$. The $L_{i j}$ do not close to a $\mathfrak{s p}(3)$ subalgebra of $\mathscr{U}\left(g_{3}\right)$; but since $\rho^{3}\left(g^{\mu v} T_{\mu} T_{v}\right)$ factors out in $\rho^{3}\left(L_{i j}\right)$ and is a multiple of identity, the $\rho^{3}\left(L_{i j}\right)$ generate the quasiregular representation of $\mathrm{SO}(3)$ in the $\vec{x}$-part of $\mathscr{H}^{3}$. We therefore require that $B$ commutes with the above unitary representation of $P \times \mathrm{U}(1) \times \mathrm{SO}(3)$; weak commutation with $\rho^{3}\left(g^{\mu v} T_{\mu} Q_{3 v}\right)$ will then imply that $B$ is a multiple of identity. Let

$$
S_{\pi}^{3}=\mathscr{L}_{\mu}^{2}\left(\Omega_{+,}^{m_{0}^{2}} \mathscr{H}_{j}\right) \otimes \mathscr{C}_{0 r}^{\infty}([0, a]) \otimes \sum_{l \in N} \mathscr{H}_{l}(\theta, \varphi)
$$

The mass-splitting operator $M_{I}^{2}$ defined by (9a) is essentially self-adjoint on the domain $V\left(S_{\pi}^{3}\right)$, where $V$ is the previously defined unitary operator. It has discrete spectrum which leads to the mass-formula

$$
m_{l, k_{1}}=m_{0}\left|k_{l}\right| \quad\left(l \in N, k_{t} \in S_{l}\right) .
$$

Remark: Using also a three-dimensional "internal space" but a local representation of the 11-parameter Weyl Lie algebra, and taking for total (squared) mass-operator the second order invariant of the (integrable) Poincaré subalgebra, Snellman ${ }^{20}$ recently obtained a discrete mass-spectrum in terms of squares of the zeros of Bessel functions relative to the vibrating sphere. The technique used for $\rho^{2}$ and $\rho^{3}$ is similar, but these representations are Schur-irreducible and our interpretation is different.

## 6. POSSIBLE INTRODUCTION OF THE ISOSPIN

Let $G_{3} \cdot \mathrm{SU}_{I}(2)$ be the Lie group whose Lie algebra is $\mathrm{U}\left(\mathrm{g}_{3}, \mathfrak{B} \mathfrak{u}_{I}(2)\right)$ defined by the method indicated in Remark 2.1(b). $\mathrm{SU}_{I}(2)$, commuting with the external symmetry, will be interpreted as being the isospin group. As for the relativistic spin, we shall continue in this article to take as our definition the one introduced by Bargmann and Wigner (cf., for example, Ref. 13). In this interpretation, the spin remains linked integrally with the external symmetry; but the mass, while depending on the external symmetry, is linked with the degrees of internal excitation of our composite model. In this section we are going to determine the isopin content of the two interaction operators introduced in Sec. 5 A and 5 B (c), the associated models of which shall, in what follows, be called respectively the harmonic oscillator model and the
vibrating sphere model. A glance at these operators $M^{2}$ and formula (10) below easily shows that the eigenfunctions of $M^{2}$ will be classified by a principal quantum number connected with the internal excitation level and a secondary quantum number associated with the weight of an UIR of $\mathrm{SU}_{I}(2)$.

## A. Harmonic oscillator model

$$
\text { Let } \mathscr{H}=\mathscr{L}_{\mu_{0}}^{2}\left(\Omega_{+}^{m_{0}^{2}}, \mathscr{H}_{j}\right) \hat{\otimes} \mathscr{L}^{2}\left(R^{3}\right) \hat{\otimes}_{\mathscr{H}_{k}},
$$

where $\mathscr{H}_{k}$ is the carrying space of the representation of weight $k$ of $\mathrm{SU}_{l}(2)$. In $\mathscr{H}$, we can define a representation $\omega$ of $\mathfrak{g}_{3}\left(\mathfrak{S u}_{I}(2)\right.$ by symmetric operators, which is Schur-irreducible and integrable to $\mathrm{G}_{3} \cdot \mathrm{SU}_{I}(2)$, as follows: The common invariant dense domain of the infinitesimal generators of $\omega$ is

$$
\mathscr{D}^{G}\left(D^{+}\left(m_{0} j\right)\right) \otimes \mathscr{S}\left(R^{3}\right) \otimes \mathscr{H}_{k}
$$

on which the generators of $g_{3}$ are represented by the basis of the representation $\rho$ of Proposition 5.1 and those of $\mathfrak{i} u_{I}(2)$, namely $\vec{I}=\left(I_{1}, I_{2}, I_{3}\right)=\left(I_{23}, I_{31}, I_{12}\right)$, are represented by

$$
\begin{equation*}
\vec{I}=\vec{\sigma}^{k}+i \vec{x} \wedge \nabla_{\vec{x}} \tag{10}
\end{equation*}
$$

where $\vec{\sigma}^{k}=\left(\sigma_{1}^{k}, \sigma_{2}^{k}, \sigma_{3}^{k}\right)$ is the basis of the representation $D^{k}$ of $\mathfrak{G u}{ }_{I}$ and $\nabla_{\bar{x}}=\left(\partial / \partial x_{1}, \partial / \partial x_{2}, \partial / \partial x_{3}\right)$.

Let $\mathscr{H}_{n}$ be the eigensubspace associated with the eigenvalue $m^{2}=m_{0}^{2}(2 n+3)$ of the interaction operator $-g^{\mu v} \delta^{i j}\left(Q_{i \mu} Q_{j v}+A_{i \mu} A_{j v}\right)$ which is represented in $\omega$ by $M^{2}=m_{0}^{2}\left(-\Delta+\vec{x}^{2}\right) . \mathscr{H}_{n}$ is written

$$
\mathscr{H}_{n}=\mathscr{L}_{\mu_{n}}^{2}\left(\Omega_{+}^{m_{0}^{2}}, \mathscr{H}_{j}\right) \hat{\otimes} E(n) \hat{\otimes}_{\mathscr{H}_{k}},
$$

where $E(n)$ is the eigensubspace associated with the eigenvalue $\lambda_{n}=(2 n+3)$ of the operator $-\Delta+\vec{x}^{2}$.

As $\mathrm{SU}_{I}(2)$ does not operate in $\mathscr{L}_{\mu_{0}}^{2}\left(\Omega_{+}^{m_{0}^{2}}, \mathscr{H}_{j}\right)$, all we need to know in order to elucidate the isospin content of $\mathscr{H}_{n}$ is the decomposition of the unitary representation $\omega_{I}$ of $\mathrm{SU}_{I}(2)$ in $\mathrm{E}(n) \widehat{\otimes}_{\mathscr{H}_{k}}$ into irreducible components. Now $\lambda_{n}$ represents the energy-spectrum of the three-dimensional harmonic oscillator, so the degeneracy of the level $\lambda_{n}$ is equal to the dimension of the representation $(n, 0)$ in the notation of Ref. 21) of the group $\operatorname{SU}(3)$, which implies that $\operatorname{dimE}(n)$ $=(n+1)(n+2) / 2$. Starting from the decomposition of the restriction of the representation $(n, 0)$ from $\mathrm{SU}(3)$ to $\mathrm{SO}(3),{ }^{22}$ we obtain:

$$
\begin{aligned}
& \omega_{I}=\sum_{s=0}^{n / 2} \sum_{i=1 n-2 s-k \mid}^{n-2 s+k} D^{i}, \quad \text { if } n \text { is even, } \\
& \omega_{l}=\sum_{s=0}^{(n-1) / 2} \sum_{i=1 n-2 s-k)}^{n-2 s+k} D^{i}, \quad \text { if } n \text { is odd. }
\end{aligned}
$$

As for the spin states of the eigenvectors of $M^{2}$, they are all equal to $j$, as the restriction of the representation $\omega$ to the Poincaré group decomposes on $\mathscr{H}_{n}$ according to
$\Sigma_{\alpha=1}^{(n+1)(n+2)(2 k+1) / 2} D_{\alpha}^{+}\left(m_{0} j\right)$, where $D_{\alpha}^{+}\left(m_{0, j}\right)=D^{+}\left(m_{0, j}\right)$ for all $\alpha$.

Let us detail the cases $k=0, \frac{1}{2}$. To a mass $m^{2}$ $=m_{0}^{2}(2 n+3)$ correspond:
(a) if $k=0,(n+2) / 2[$ resp. $(n+1) / 2]$ particles with isospin $n-2 s$, where $s=0,1, \ldots, n / 2[$ resp. $s=0,1$,
$\ldots,(n-1) / 2]$ if $n$ is even (resp. odd), each one having the same spin $j$;
(b) if $k=\frac{1}{2}$, $(n+1)$ particles with isospin $(2 s+1) / 2$, where $s=0,1, \ldots, n$ and the same $\operatorname{spin} j$.

## B. Vibrating sphere model

Let $\mathscr{H}=\mathscr{L}_{\mu_{0}}^{2}\left(\Omega_{+}^{m_{i}^{2}}, \mathscr{H}_{j}\right) \hat{\otimes}_{\mathscr{L}}{ }^{2}(S) \widehat{\otimes}_{\mathscr{H}_{k}}$. In $\mathscr{H}$, we can define a representation $\omega$ of $\mathfrak{g}_{3}+\mathfrak{i} \mathfrak{u}_{l}(2)$, by symmetric operators and Schur-irreducible, as follows: The common invariant dense domain of the infinitesimal generators of $\omega$ is $S_{0}^{3} \otimes \mathscr{H}_{k}$ on which the generators of $\mathfrak{g}_{3}\left(+\mathfrak{H u}_{I}(2)\right.$ are represented as in Sec. 6 A.

Let $\mathscr{H}\left(s, k_{s}\right)$ be the eigensubspace associated with the eigenvalue $m^{2}=m_{0}^{2} k_{s}^{2}$ of the interaction operator $-g^{\mu \nu} \delta^{i j}\left(Q_{i \mu}+A_{i \mu}\right)\left(Q_{j v}+A_{j v}\right)$ which is represented in $\omega$ by $M^{2}=m_{0}^{2} \Sigma_{j=1}^{3}\left(i \partial_{j}+x_{j}\right)^{2} . \mathscr{H}\left(s, k_{s}\right)$ is written

$$
\mathscr{H}\left(s, k_{s}\right)=\mathscr{L}_{\mu_{0}}^{2}\left(\Omega_{+}^{m_{0}^{2}}, \mathscr{H}_{j}\right) \hat{\otimes} E\left(s, k_{s}\right) \hat{\otimes}_{\mathscr{H}_{k}},
$$

where $E\left(s, k_{s}\right)$ is the subspace of $\mathscr{L}^{2}(S)$ generated by the vectors

$$
r^{-1 / 2} \exp i\left(r^{2} / 2\right) J_{s+1 / 2}\left(k_{s} r\right) Y_{m}^{s}(\theta, \varphi), \quad-s \leqslant m_{s} \leqslant s
$$

As in the preceding case, in order to elucidate the isospin content of $\mathscr{H}\left(s, k_{s}\right)$ it is enough to know the decomposition of the unitary representation $\omega_{I}$ of $\mathrm{SU}(2)$ in $\mathrm{E}\left(s, k_{s}\right) \widehat{\otimes}_{\mathscr{H}}^{k}$. Now $\omega_{I}=\Sigma_{i=k}^{s+k-k \mid} D^{i}$. So the states of $\mathscr{H}\left(s, k_{s}\right)$ are all of $\operatorname{spin} j$ and mass $m_{0}\left|k_{s}\right|\left(k_{s}\right.$ being determinable approximatively for large masses using an asymptotic representation of the Bessel functions) and their isospin (for the particular values $k=0, \frac{1}{2}$, for example) is:
(a) $I=s, \quad$ if $k=0$,
(b) $I=\frac{1}{2} \quad$ (resp. $I=s \pm \frac{1}{2}$ if $s=0$ (resp. $s \geqslant 1$ ) and $k=\frac{1}{2}$.

## 7. DISCUSSION AND OUTLOOK

After having traced the experimental trajectories $I=f\left(m^{2}\right)$ and $I=f(m)$ (with constant spin) for those particles which are best established at present ${ }^{23}$ it emerges that our model presents a real potential interest, as the observed divergences from the theoretical trajectories (both those associated with the harmonic oscillator model and those associated with the vibrating sphere model) are not significant enough to invalidate it; all the more so, as we have only taken into account a restricted number of quantum numbers. The presence of high isospins which do not correspond to observed particles could be accounted for by the fact that they are associated with particles heavy enough to decay very quickly by means of strong interactions. Furthermore, the fact that this model permits defining a denumerable infinity of fermions (or of bosons) of integer or half-integer isospin (in an irreducible representation) brings up the question of the interest of the "multiquark" theories ("colored," "charmed,"...), especially as there are some very strong presumptions as to the existence of massive hadrons which do not fit into the framework of the present multiquark theories.

We end this work by mentioning briefly a few remarks and suggestions concerning its possible continuations:
(1) The relation $\vec{I}=\vec{\sigma}^{k}+i \vec{x} \wedge \nabla_{\vec{x}}$ giving the isospin can be interpreted as follows: $\vec{\sigma}^{k}$ represents the isospin of the basic (nonexcited) state and $i \vec{x} \wedge \nabla_{\vec{x}}$ is the orbital momentum of internal excitation creating the real isopin. If a mass formula were desired depending explicitely on the isospin one could add to $M_{I}^{2}$ an interaction of the (iso) spin-orbit type of the form $I_{i j} \Sigma^{i j}$, where $\Sigma^{i j}$ is an appropriate function of the internal canonical variables $\left(A_{i \mu}, Q_{j v}\right)$. For instance, if we take the mass-observable $M^{2}=M_{I}^{2}-g I_{i j} \Sigma^{i j}(g$ being a coupling constant) with $\Sigma_{i j}=g^{\mu v}\left(A_{i \mu} Q_{j v}-A_{j \mu} Q_{i v}\right)$, we obtain, in the harmonic oscillator framework, the following massformula
$m^{2}=m_{0}^{2}(2 n+3)+g m_{0}^{2}[I(I+1)+l(l+1)-k(k+1)]$, with

$$
\begin{aligned}
& l=n-2 s, \quad 0 \leqslant s \leqslant \text { integer part of } n / 2 \text {, } \\
& I \in\{n-2 s+k, n-2 s+k-1, \ldots,|n-2 s-k|\} .
\end{aligned}
$$

(2) In another perspective it would be interesting to define (working from internal canonical variables) operators $X_{i \mu}^{ \pm}$of the creation and annihilation type, such that the internal quantum numbers (including the isospin) be functions of them, and to deduce from the latter the internal quantum number content of the various mass-formulas considered (as we have done above for the isospin), or mass-formulas which depend on them explicitly as in the preceding paragraph.
(3) Certain subalgebras of $g_{3}$ (or of $g_{3} \forall \mathfrak{l}_{3}$ ) the deformations of which we have studied (such as, for instance, $R^{3}\left(+\underset{s}{u}(2)\right.$ and $R^{12}\left(\notin\left(\Omega I(2, C) \oplus \mathrm{I}_{3}\right)\right)$ are likely to contain a description of the internal quantum numbers. The study of their behavior in the representations considered could lead to an elucidation, from another viewpoint, of the internal quantum number content of the various mass-formulas proposed.
(4) It would be interesting to study other local representations of $g_{3}$, in particular those deducible from the differentials of the induced global representations, the inducing subgroup of which (cf. Proposition 4.2) admits $\mathrm{SU}(2)$ as homogeneous factor (which is linked with the spin), such as the ones reported in the Appendix. It is probable that for some of them, contrary to those studied in this paper, a spin spectrum might be found which would lead to a group theoretical formulation of the Regge trajectories. More simply, in view of the results obtained in this paper, the fact that the group $H_{4} \cdot \mathrm{SL}(2, C)^{24}$ admits (nonfaithful) UIR such that the Poincare mass is a strictly positive scalar and such that the spin-spectrum is composed of all the integers or all the halfintegers presents another possibility for arriving at a formulation of Regge trajectories by building representations of $g_{3}$ [ $\operatorname{org}_{3} \forall \mathfrak{S u}_{I}$ (2)] according to our analysis (cf. Sec. 2) for which the restriction to the Poincaré subalgebra gives a spin-spectrum, as in the Flato-Snellman model (Ref. 25, Sec. 2 C).
(5) Let us mention in conclusion that the methods employed in this paper could equally be considered in the framework of the algebras of supersymmetries by adjoining anticommutation relations to the commutation relations of $\mathfrak{h}_{n}$.
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## APPENDIX

We construct here the differentials of the UIR of $G_{3}$ associated with the two classes of orbits whose stabilizers are $\mathrm{SU}(2)$ and $R^{3} \times \mathrm{SU}(2)$ respectively. These representations might be useful for a spin-spectrum. The notations are those of Sec. 5 A .
(a) Let $\Omega=\left(\Omega_{+}^{m^{2}}, \Omega(\lambda, \lambda, \lambda) \times\{0\} \times\{\alpha\} \times R_{b}^{12}\right)$ be the orbit whose stabilizer is $\operatorname{SU}(2)$ and whose stabilized point is $\hat{h}_{0}=\left(p_{0}, D^{\circ} G, \underline{0}, \underline{0}, \underline{0}\right)$. Any point $\widehat{h}$ of $\Omega$ can be parametrized by the multiple

$$
\left(A_{\underline{p}}\left(\underline{p}_{0}\right), A_{\underline{p}} D^{0} G A_{\underline{Q}}^{-1}, \stackrel{3}{\times}{\underset{i=1}{ }}_{\underset{i}{i}}\right),
$$

where $\underline{p}_{0}=(0,0,0, m), \underline{p} \rightarrow A_{\underline{Q}}$ is the field of Lorentz transformations (6)

$$
D^{\circ} G=\left(\begin{array}{cc}
{[\lambda]} & 0 \\
0 & -\alpha
\end{array}\right)
$$

where $[\lambda]$ is the scalar matrix defined by $\lambda$. So $\Omega$ depends on the following fifteen parameters:

$$
\left(p^{\mu} \text { with } p_{\mu} p^{\mu}=-m^{2}, b_{i}^{\mu} \in R ; \quad 1 \leqslant i \leqslant 3,1 \leqslant \mu \leqslant 4\right)
$$

The field $\hat{h} \rightarrow \Gamma_{\hat{h}}$ of $\Omega$ in $R_{q}^{12} \cdot \operatorname{SL}(2, C)$, which permits passing from the stabilized point $\hat{h}_{0}$ to any point $\hat{h}$ of $\Omega$, can be written

$$
\Gamma_{\hat{h}}=\left(\underset{i=1}{\left.\left.\times \quad A_{p} D^{\circ} G^{-1} A_{p}^{-1} b_{i}, A_{p}\right)\right) . . . .}\right.
$$

The representation of $G_{3}$ induced by the representation $D^{j}$ (operating in $\mathscr{H}_{j}$ ) of the inducing subgroup SU(2) can be written:

$$
\begin{aligned}
& \left\{U\left(t_{0}, c_{0},\left(\underline{a}_{0 i}\right),\left(\underline{q}_{0 i}\right), A_{0}\right) F\right\}\left(\underline{p},\left(b_{i}\right)_{1 \leqslant i \leqslant 3}\right) \\
& =\exp i\left\{\underline{p} \cdot t_{0}+d_{-} \cdot\left(c_{0}-\theta_{0}\right)+\delta^{k-1} b_{k} \cdot \underline{a}_{01}\right\} \\
& \quad \times D^{j}\left(A_{\underline{p}}^{-1} A_{0} A_{A_{i \prime}{ }^{\prime}(p)}\right) F\left(A_{0}^{-1} \underline{p},\right. \\
& \left.\quad \times\left(A_{0}^{-1}\left(b_{i}-D G \underline{q}_{0 i}\right)\right)_{1 \leqslant i \leqslant 3}\right),
\end{aligned}
$$

where $D G=A_{\underline{p}} D^{0} G A_{\underline{\rho}}{ }^{-1}, d$ is the vector of $R_{d}^{10}$ defined by $D G$. The space of the representation is $\mathscr{L}_{v}^{2}\left(\Omega_{+}^{m^{2}} \times R_{b}^{12}, \mathscr{H}_{j}\right)$ where

$$
d v=\left(\vec{p}^{2}+m^{2}\right)^{-1 / 2} d^{3} \vec{p} \prod_{\substack{1 \leqslant i \leqslant 3 \\ 1<\mu<4}} d b_{i}^{\mu}
$$

A basis of the differential (operating on the space of the $\mathscr{C}^{\circ}$-vectors) of the representation U is given by:

$$
\begin{aligned}
& T_{\mu}=p_{\mu}, \quad A_{j \mu}=b_{j \mu}, \quad C_{\mu v}=d_{\mu} \\
& \left(Q_{j 1}, Q_{j 2} Q_{j 3}, Q_{j 4}\right)=i\left(\frac{\partial}{\partial b_{j}^{1}}, \frac{\partial}{\partial b_{j}^{2}}, \frac{\partial}{\partial b_{j}^{3}} ; \frac{\partial}{\partial b_{j}^{4}}\right) D G \\
& \vec{M}=\vec{S}+i\left\{\left(\vec{p} \wedge \nabla_{\vec{p}}\right)+\delta^{k l}\left(\vec{b}_{k} \wedge \nabla_{\vec{b}}\right)\right\}
\end{aligned}
$$

$$
\vec{N}=-\left(p^{4}+m\right)^{-1}(\vec{p} \wedge \vec{S})+i\left\{p^{4} \nabla_{\vec{p}}+\vec{B}\right\}
$$

where $\vec{B}$ is the 3-vector of components

$$
B^{j}=\delta^{k l}\left(b_{k}^{4} \frac{\partial}{\partial b_{l}^{j}}+b_{k}^{j} \frac{\partial}{\partial b_{l}^{4}}\right), \quad 1 \leqslant j \leqslant 3 .
$$

(b) Let $\Omega=\left(\Omega_{+}^{m^{2}}, \Omega^{\prime}\right)$ be the orbit whose stabilizer is
and whose stabilized point is

$$
\hat{h_{0}}=\left(p_{0}, D^{\circ} G, \underset{i=1}{\times}\binom{\overrightarrow{0}}{\beta_{i}}\right), \text { where } D^{\circ} G=\left(\begin{array}{cc}
{[\lambda]} & 0 \\
0 & 0
\end{array}\right) .
$$

Any point $\hat{h}$ of $\Omega$ can be parametrized by the multiple

$$
\left(A_{\underline{p}}\left(p_{0}\right), A_{\underline{p}} D^{0} G A_{\underline{p}}^{-1}, \stackrel{3}{\times} A_{i=1}\binom{\lambda \vec{y}_{i}}{\beta_{i}}\right)
$$

where $\vec{y}_{i} \in R^{3}(1 \leqslant i \leqslant 3)$. So $\Omega$ depends on the twelve parameters ( $p^{\mu}$ such that $p_{\mu} p^{\mu}=-m^{2}, y_{i}^{j} \in R, 1 \leqslant i, \mathrm{j} \leqslant 3$ ). Let us take the field of transformations

$$
\hat{h} \rightarrow \Gamma_{\hat{h}}=\left(\begin{array}{c}
3 \\
\times=1
\end{array} A_{\underline{p}}\binom{\overrightarrow{\vec{r}}_{i}}{0}, A_{\underline{\underline{p}}}\right) .
$$

The representation of $G_{3}$, induced by the UIR of $R_{3} \times \operatorname{SU}(2):(\vec{x}, A) \rightarrow \exp i(\vec{r} \cdot \vec{x}) D^{j}(A)$, where $\vec{x}, \vec{r} \in R^{3}$ and $A \in \operatorname{SU}(2)$, can be written

$$
\begin{aligned}
& \left\{U\left\{t_{0}, c_{0},\left(a_{0 i}\right),\left(\underline{q}_{0 i}\right), A_{0}\right\} F\right\}\left(\underline{p} ;\left(\vec{y}_{i}\right)_{1 \leqslant i \leqslant 3}\right) \\
& \quad=\exp i\left\{\underline{p} \cdot t_{0}+d_{\underline{3}} \cdot\left(c_{0}-\theta_{0}\right)+\delta^{k 1} b_{k} \cdot \underline{a}_{01}\right. \\
& \left.\quad+\sum_{k=1}^{3} r_{k}\left[A_{\underline{p}}^{-1} \underline{q}_{0 k}\right]^{4}\right\} \\
& \quad \times D^{j}\left(A_{\underline{p}}^{-1} A_{0} A_{A_{n},(\rho)}\right) F\left(A_{0}^{-1} \underline{p},\left(\vec{y}_{i}^{\prime}\right)_{1 \leqslant i \leqslant 3}\right)
\end{aligned}
$$

where
$b_{k}=A_{\underline{p}}\binom{\lambda \vec{y}_{k}}{\beta_{k}}, \quad \vec{y}_{i}=D^{\prime}\left(A_{\underline{p}}{ }^{-1} A_{0} A_{A_{i}{ }^{\prime}(p)}\right)^{-1}\left(\vec{y}_{i}-\overrightarrow{A_{\underline{p}}{ }^{-1} \underline{\underline{q}}_{0 i}}\right)$.
The space of the representation is $\mathscr{L}_{v}^{2}\left(\Omega_{+}^{m^{2}} \times R^{9}, \mathscr{H}_{j}\right)$, where

$$
d v=\left(\vec{p}^{2}+m^{2}\right)^{-1 / 2} d^{3} \vec{p} \prod_{i=1}^{3} d^{3} \vec{y}_{i}
$$

A basis of the differential (operating on the space of the $\mathscr{C}{ }^{\infty}$. vectors) of this representation U is given by:

$$
\begin{aligned}
T_{\mu}= & p_{\mu}, \quad A_{j \mu}=b_{j \mu}, \quad C_{\mu v}=d_{\mu \nu}, \\
Q_{j k}= & -m^{-1} r_{j} p_{k}+i\left(\frac{\partial}{\partial y_{j}^{k}}\right) \\
& +i m^{-1}\left(p^{4}+m\right)^{-1} p^{k} \sum_{l=1}^{3} p^{l}\left(\frac{\partial}{\partial y_{j}^{\prime}}\right), \quad 1 \leqslant k \leqslant 3, \\
Q_{j 4}= & -m^{-1}\left\{r_{j} p^{4}+i \sum_{l=1}^{3} p^{l}\left(\frac{\partial}{\partial y_{j}^{\prime}}\right)\right\}, \\
\vec{M}= & \vec{S}+i\left\{\vec{p} \wedge \nabla_{\vec{p}}+\delta^{k l}\left(\vec{y}_{k} \wedge \nabla_{\overrightarrow{\vec{y}}}\right)\right\}, \\
\vec{N}= & -\left(p^{4}+m\right)^{-1} \stackrel{\rightharpoonup}{p} \wedge \vec{S}+i\left\{p^{4} \nabla_{\vec{p}}+\vec{C}\right\},
\end{aligned}
$$

where $\vec{C}$ is the 3 -vector of components,

$$
\begin{aligned}
C^{j}= & \left(p^{4}+m\right)^{-1} \delta^{k l}\left\{\left(p^{\prime} y_{k}^{r}+p^{s} y_{k}^{s}\right) \frac{\partial}{\partial y_{l}^{j}}-y_{k}^{j}\right. \\
& \left.\times\left[p^{\prime}\left(\frac{\partial}{\partial y_{l}^{r}}\right)+p^{s}\left(\frac{\partial}{\partial y_{l}^{s}}\right)\right]\right\}
\end{aligned}
$$

when $1 \leqslant j, r, s \leqslant 3$, and $j, r, s$ are all different.
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#### Abstract

We prove a theorem, which, while it fits naturally into the Segal-Weinless approach to quantization seems to have been overlooked in the literature: Let $(D, \sigma)$ be a symplectic space, and $\mathscr{T}(t)$ a one parameter group of symplectics on ( $D, \sigma$ ). Let (H, 2Im $\langle\cdot \mid \cdot\rangle$ ) be a complex Hilbert space considered as a real symplectic space, and $\mathrm{U}(t)$ a one-parameter unitary group on H with strictly positive energy. Suppose there is a linear symplectic map $K$ from $D$ to H with dense range, intertwining $\mathscr{T}(t)$ and $U(t)$. Then $K$ is unique up to unitary equivalence.


## I. INTRODUCTION

In the Segal-Weinless approach to linear Bose fields, ${ }^{1}$ one is concerned with giving a mathematically rigorous account of the so-called "second-quantization" process for linear field theories.

To model the classical dynamics of a (possibly infinite dimensional) linear system, we adopt Weinless' definition:

Definition $1^{2}:$ A boson single particle space ( $\left.D, \sigma, \mathscr{T}(t)\right)$ consists of a real symplectic space ( $D, \sigma$ ) together with a oneparameter symplectic group $\mathscr{T}(t)$, i.e.,

$$
\sigma(\mathscr{T}(t) \Phi, \mathscr{T}(t) \Psi)=\sigma(\Phi, \Psi) \quad \forall \Phi, \Psi \in D
$$

Important examples of boson single particle spaces are ones of the form $(\mathscr{H}, 2 \operatorname{Im}\langle\cdot \mid \cdot\rangle, \mathrm{U}(t))$, where $\mathscr{H}$ is some complex Hilbert space, considered as a real vector space, $\langle\cdot \mid \cdot\rangle$ is the usual Hilbert space inner product, and $\mathrm{U}(t)$ a unitary group on $\mathscr{H}$ with strictly positive energy:

Definition $2^{2}$ : A unitary group is said to have strictly positive energy if
(a) $\mathrm{U}(t)$ is weakly continuous, thus $\mathrm{U}(t)=e^{-i H t}$, and
(b) The self-adjoint generator $H$ is positive with dense range. These examples may be thought of as "first-quantized" systems. For such "first-quantized" systems, there exists a straightforward quantization procedure ${ }^{3}$ often known as "second quantization." Suffice it to say here that this straightforward quantization is characterized by the "generating functional" or "vacuum state"

$$
\langle\Omega \mid W(x) \Omega\rangle=\exp \left(-\|x\|^{2} / 2\right), \quad x \in \mathscr{H},
$$

where $W(x)$ is the Weyl operator, $\Omega$ the vacuum. (A precise definition of quantization is given for example by Weinless who defines a "positive-energy Bose-Einstein field"-see $\S 4$ of Ref. 2.)

To quantize an arbitrary boson single particle space, one then adopts the following strategy: First, one seeks a "single particle structure":

Definition 3: A single particle structure ( $K, \mathscr{H}, \mathrm{U}(t)$ ) for a single particle space $(D, \sigma, \mathscr{T}(t))$ consists of a complex Hilbert space $\mathscr{H}$, a unitary group with strictly positive energy $\mathrm{U}(t)$ and a real linear map $K$ from $D$ to $\mathscr{H}$ satisfying:
(1) $\operatorname{ran} K$ is dense in $\mathscr{H}$
(2) $2 \operatorname{Im}\langle K \Phi \mid K \Psi\rangle=\sigma(\Phi, \Psi) \quad$ (i.e., $K$ is symplectic),

[^10](3) $K(\mathscr{T}(t) \Phi)=\mathrm{U}(t) K(\Phi) \quad$ [i.e., $K$ intertwines $\mathscr{T}(t)$ and $\mathrm{U}(t)]$.

Roughly speaking then, one seeks to simultaneously "Hilbertize" $D$ and "unitarize" $\mathscr{T}(t)$, enabling us to quantize by the method of second quantization. More precisely, we can then take the quantization for our single particle space determined by the generating functional:

$$
\langle\Omega \mid W(\Phi) \Omega\rangle=\exp \left(-\|K(\Phi)\|^{2} / 2\right), \quad \Phi \in D
$$

The question arises as to the existence and uniqueness of single particle structures. The existence question recently acquired renewed interest in the currently popular subject of "quantum field theory in curved space-times." And, in a recent paper, ${ }^{4}$ we proved an existence theorem for a special class of single particle spaces arising when one quantizes the covariant Klein-Gordon system on a stationary space-time.

The purpose of this paper is to show that, when a single particle structure exists, it is unique. An analogous result for Fermi-Dirac fields has already been given in the Weinless paper, ${ }^{2}$ but the boson case seems to have been overlooked there (though the result is implicitly assumed).

For the perhaps more important question of quantization itself, the reader is referred again to Segal ${ }^{1}$ and Weinless ${ }^{2}$ (see also Ref. 5) where results are given on the uniqueness (and lack of uniqueness!) of quantization.

## II. A UNIQUENESS THEOREM

Theorem: Suppose there exists a single particle structure ( $K, \mathscr{H}, \mathrm{U}(t)$ ) for a single particle space $(D, \sigma, \mathscr{T}(t)$ ); then it is unique up to unitary equivalence.

Proof: Suppose there are two such single particle structures $\left(K_{1}, \mathscr{H}_{1}, \mathrm{U}_{1}(t)\right),\left(K_{2}, \mathscr{H}_{2}, \mathrm{U}_{2}(t)\right)$ : Then $T:=K_{2} \circ K_{1}^{-1}$ is a real, linear invertible, symplectic from the real linear dense domain $K_{1}(D)$ in $H_{1}$ to the real linear dense domain $K_{2}(D)$ in $H_{2}$. Also (3) of definition 3 implies $K_{1}(D)$ is invariant for $U_{1}(t)$, and $K_{2}(D)$ is invariant for $\mathrm{U}_{2}(t)$.

We shall show that $T$ extends to a unitary. We have (a) $T \mathrm{U}_{1}(t)=\mathrm{U}_{2}(t) T$ on $K_{1}(D)$, (b) $T^{+} \supset-i T^{-1} i$ on domain $i K_{2}(D)$ where $T^{+}$denotes the real adjoint of $T, H_{1,2}$ considered as real Hilbert spaces (i.e., with inner product $\operatorname{Re}\langle\cdot \mid \cdot\rangle)$. [(b) easily follows since $T$ symplectic.]

We now show that $T$ has a closed complex linear extension: Consider

$$
\begin{aligned}
& f_{x, y}: t \rightarrow\left(\left\langle\mathrm{U}_{1}(t) x \mid T^{+} y\right\rangle_{\mathscr{H}_{1}}-\left\langle\mathrm{U}_{2}(t) T x \mid y\right\rangle_{\mathscr{H}_{2}}\right) \\
& \forall x \in K_{1}(D) ; y \in D\left(T^{+}\right) .
\end{aligned}
$$

By a well known argument (see e.g., Ref. 2) the strictly positive energy of $\mathrm{U}_{1}(t), \mathrm{U}_{2}(t)$ guarantees that $f_{x, y}$ extends to a function which is bounded and holomorphic in the lower half $t$ plane, vanishes as $\operatorname{Im} t \rightarrow-\infty$ and is continuous and bounded on the real axis. We also have $\operatorname{Re} f_{x, y}(t)$ vanishes on the real axis by definition of the real adjoint. The Schwartz reflection principle then implies that $f_{x, y}(t)$ is bounded and holomorphic in the plane (and vanishes at $\infty$ ). So by Liouville's theorem it vanishes everywhere. We then have, setting $t=0$,

$$
\left\langle x \mid T^{+} y\right\rangle_{\mathscr{H}_{1}}=\langle T x \mid y\rangle_{\mathscr{H}_{2}} \quad \forall x \in K_{1}(D) ; y \in D\left(T^{+}\right)
$$

whereupon

$$
\langle T x \mid i y\rangle=i\langle T x \mid y\rangle=i\left\langle x \mid T^{+}+y\right\rangle=\left\langle x \mid i T^{+} y\right\rangle,
$$

showing $i y \in D\left(T^{+}\right)$and $T^{+}(i y)=i T^{+} y$. Therefore, $T+$ is complex linear, whereupon $\bar{T}=T+{ }^{+}$is complex linear.

Taking the closure of both sides of (b), we recover

$$
\bar{T}^{*} \supset-i \bar{T}^{-1} i=\bar{T}^{-1}
$$

since, for the complex linear $\bar{T}$, the real adjoint $\bar{T}^{+}$and complex adjoint $\bar{T}^{*}$ coincide. Whereupon $\bar{T}$ is a closed norm- preserving map with dense range, hence unitary.
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In this note we dispose of Blume's objections to a recent article by Gzyl. We show that he is forgetting about causality and that he makes obvious mistakes taking limits.

In Ref. 1, Blume claims that he shows why the computations in Ref. 2 are wrong. That is, he claims, first, that the equation

$$
\begin{equation*}
i d \psi_{t}=H \psi_{t} d t+d V_{t} \psi_{t-}, \tag{1}
\end{equation*}
$$

where $\psi_{t} \equiv \psi(t)$ and $\psi_{t-}=\lim _{s t, t} \psi(s)$ and $d V_{t}=\sum_{k=1}^{\infty} V_{k}$ $\times \delta\left(t-T_{k}\right) d t$, which models a quantum system to random pulses, is incorrect and, second, that it is incorrectly integrated.

Blume claims that instead of (1) one should consider

$$
\begin{equation*}
i d \psi_{t}=H \psi_{t} d t+d V_{t} \psi_{r} \tag{2}
\end{equation*}
$$

Here we show why one must consider (1) instead of (2) and that even if (2) were the choice, Blume's computations are totally wrong. We do this by showing that (1) is causally correct, and we explicitly carry out the limiting procedures in Ref. 1 and show where he goes wrong.

Notice first that between pulses the system evolves according to the unperturbed Hamiltonian $H$, and therefore in order to integrate (1) [or (2)] it is enough to consider a quantum system subject to just one pulse at a fixed time $T$. Thus, instead of (1) or (2) consider the equations

$$
\begin{align*}
& i d \psi_{t}=H \psi_{t} d t+V \delta(t-T) \psi_{t-} d t  \tag{3}\\
& i d \psi_{t}=H \psi_{t} d t+V \delta(t-T) \psi_{t} d t \tag{4}
\end{align*}
$$

which can be rewritten as

$$
\begin{aligned}
& d \psi_{t}+i H \psi_{t} d t=-i V \delta(t-T) \psi_{t-} d t \\
& d \psi_{t}+i H \psi_{t} d t=-i V \delta(t-T) \psi_{t} d t
\end{aligned}
$$

Now multiply both sides of each equation by $e^{i H t}$ and integrate from 0 to $t$ to obtain

$$
\begin{align*}
& e^{i H t} \psi(t)-\psi(0)=-i \int_{0}^{t} e^{i H s} V \delta(s-T) \psi_{s-} d s  \tag{5}\\
& e^{i H t} \psi(t)-\psi(0)=-i \int_{0}^{t} e^{i H s} V \delta(s-T) \psi_{s} d s \tag{6}
\end{align*}
$$

Now, if $t<T$, both equations yield that $\psi(t)$
$=e^{-i H t} \psi(0)$, since up to $T$ there has been no pulse on the system. Note also that $\psi(T-)=\lim _{s \uparrow T} \psi(s)$
$=e^{-i H T} \psi(0)$. Consider now the case $t=T$, then Eqs. (5) and (6) yield

$$
\begin{align*}
& \psi(T)-\psi(T-)=-i V \psi(T-)  \tag{7}\\
& \psi(T)-\psi(T-)-i V \psi(T) \tag{8}
\end{align*}
$$

respectively. Comparing (7) and (8), we see that in (7) the size of the discontinuity produced by the pulse at $T$ depends on $\psi(T-)$, the state of the system "right before $T$," whereas
in (8) the size of the discontinuity depends on $\psi(T)$, the state of the system "right after T."

Therefore, if we want our model to be causal, we are led to choose (1) instead of (2) for describing the time evolution of the system.

But suppose we did not care about causality, or that we are forced to consider (2) [or (6)] instead to (1) [or (5)]. As noted above, from (6) we obtain (8) from which we obtain
$\psi(T)=(1+i V)^{-1} \psi(T-)=(1+i V)^{-1} e^{-i H T} \psi(0)$, and from this it follows that for $t \geqslant T$ the state of the system is given by, $\psi(t)=e^{-i H(t-T)}(1+i V)^{-1} e^{-i H T} \psi(0)$.

Had we used (5) insteads of (6), a similar computation would have lead us to

$$
\begin{equation*}
\psi(t)=e^{-i H(t-T)}(1-i V) e^{-i H T} \psi(0) \tag{9}
\end{equation*}
$$

Besides the fact (missed by Blume) that (6) can be trivially integrated, it is easy to see from either (7) or (8) that probability is not conserved at the time of the pulses. Again, this is due to the fact that the system is under a time dependent perturbation, and therefore not isolated, or it is a defect of the model. We emphasize that the nonconservation of probability has nothing to do either with randomness or with the singular nature of the perturbation.

Let us examine now the procedure which Blume calls "the correct handling of the singularity" (which could have been avoided as we did show above). Rewrite (6) as $d \phi_{t}=-i \widehat{V}(t) \delta(t-T) \phi_{t} d t$, where $\phi_{i}=e^{i H t} \psi_{t}$, $\widehat{V}(t)=e^{-i H t} V^{-i H t}$, which corresponds to (4) in Ref. 1. Suppose, furthermore, to go along with Ref. 1, that $V$ and $H$ commute; then (2) becomes $d \phi=-i V \delta(t-T) \phi_{t} d t$. Instead of integrating this equation, Blume prefers to do things the hard way and considers

$$
\begin{equation*}
d \phi_{\epsilon}=-i V f(t) \phi_{\epsilon}(t) d t \tag{10}
\end{equation*}
$$

where $\epsilon f(t)=I_{(T+\epsilon / 2, T+\epsilon / 2}(t)$, the indicator function of the interval $(T-\epsilon / 2, T+\epsilon / 2)$. We put the $\epsilon$ as subscript in $\phi_{\epsilon}(t)$ to indicate its dependence on $\epsilon$. Then Blume says (and this happens to be right!) that $\phi_{\xi}(t)=\exp \left[-i V \int_{0}^{t} f(s) d s\right]$ $\psi(0)$. Now, notice that

$$
\begin{aligned}
& \phi_{\psi}(t) \\
& = \begin{cases}\psi_{0} & \text { if } t \leqslant T-\epsilon / 2, \\
\exp [-i V(t-T+\epsilon / 2) / \epsilon]_{\psi_{0}} & \text { if } T-\epsilon / 2 \leqslant t \leqslant T+\epsilon / 2, \\
\exp (-i V) \psi_{0} & \text { if } T+\epsilon / 2<t,\end{cases}
\end{aligned}
$$

from which anybody can see that $\phi_{\epsilon}(T)=\exp (-i V / 2) \psi_{0}$,
and that if we let $\epsilon \rightarrow 0$, we obtain
$\lim _{\epsilon \rightarrow 0} \phi_{\epsilon}(t)= \begin{cases}\psi_{0}, & t<T, \\ \exp (-i V / 2) \psi_{0}, & t=T, \\ \exp (-i V) \psi_{0}, & T<t,\end{cases}$
which by no means tends to $e^{i H t} \psi(t)$, with $\psi(t)$ as above, as it should.

This is another instance of a singular perturbation problem: the solution of (2), considered as a limit of (10) as $\epsilon \rightarrow 0$
in some appropriate sense, is different from the limit of the solutions of (10).

Note: The technique for integrating equations like (1) is nothing new. For details and references see Ref. 3.
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For repulsive, strongly singular, inverse-power potentials it is rigorously shown that the JWKB expression for the nonrelativistic phase shift tends to exactness in the high-energy limit. The hitherto open question as to the correct expression for the leading term in the high-energy expansion of the phase shift for these potentials is thus definitely settled, and it is further confirmed that even the next term in the expansion yielded by the JWKB expression is significant.

## 1. INTRODUCTION

The high-energy limit of the nonrelativistic scattering phase-shift produced by strongly singular potentials has been studied analytically by several authors. For a general review, the reader is referred to the extensive article by Frank et al. ${ }^{1}$ While there is agreement as to the form of the energy dependence of the leading term, the expressions for the coefficient of this term, obtained by different methods, do not agree, though they give similar numerical values (see Table I in Ref. 1). Thus, for pure inverse-power potentials, i.e., for $V(r)$, in units of $\hbar^{2} /(2 m)$, given by

$$
\begin{equation*}
V(r)=g^{2} r^{-n}, \quad n>2 \tag{1.1}
\end{equation*}
$$

where $g^{2}$ is a coupling constant, various authors ${ }^{2-7}$ agree that

$$
\begin{equation*}
\delta_{l}(k) \underset{k \rightarrow \infty}{\sim}-A_{n, 0} \chi \tag{1.2}
\end{equation*}
$$

where
$\chi=k\left(g^{2} / k^{2}\right)^{1 / n}=g^{2 / n} k^{(n-2) / n} \rightarrow \infty, \quad$ when $k \rightarrow \infty,(1.3)$
but for the constant $A_{n, 0}$ the following differing expressions are given:
$A_{n, 0}=\frac{2^{2}-\frac{2 / n}{} \pi / n}{\sin (\pi / n) \Gamma(3-2 / n)}, \quad$ Calogero ${ }^{2}$,
$A_{n, 0}=\frac{\sqrt{\pi}}{2} \frac{\Gamma(1-1 / n)}{\Gamma(3 / 2-1 / n)}, \quad$ Bertocchi et al., ${ }^{5}$
$\begin{array}{ll}1-1 /(2 n) & \begin{array}{l}\text { Paliov and Rosendorff, }{ }^{\circ} \\ \text { Jabbur. }\end{array}\end{array}$

Calogero obtained his result by a variable-phase calculation, Bertocchi et al. as well as Paliov and Rosendorff used the JWKB method, and Jabbur worked with Volterra integral equations, matching solutions valid for small and large $r$, respectively, at the classical turning point. In a recent work, suggested by Calogero, Dolinszky ${ }^{8}$ has numerically investigated the scattering problem for a potential proportional to $1 / r^{4}$. His results support, for that particular potential, the asymptotic exactness of the result obtained by means of the JWKB approximation, i.e., (1.5). However, a decisive and
general proof, valid for all $n>2$, is lacking hitherto.
In the present paper we shall show rigorously that in the high-energy limit the JWKB approximation yields the phase shift, produced by the class of potentials (1.1), with an error proportional to $\chi^{-1}$, which, in turn, implies that the JWKB expression for the phase-shift yields correctly not only the term proportional to $\chi$ but also the constant term in the highenergy expansion of $\delta_{l}(k)$.

Our proof of the above-mentioned result is based on the theory for mastering connection problems developed in Ref. 9. We quote in Sec. 2 below an exact formula for the phase shift derived in Ref. 9 and confirm that the conditions for the validity of this formula are fulfilled also for the case of strongly singular potentials. This exact formula gives the phase shift as the JWKB expression plus a correction term for which an upper bound is obtainable. In Sec. 3 we show that, for strongly singular potentials of the form (1.1), the correction term tends to zero at least as fast as $\chi^{-1}$, when the energy tends to infinity.

## 2. EXACT FORMULA FOR THE PHASE-SHIFT

We write the radial Schrödinger equation as

$$
\begin{equation*}
\frac{d^{2} u}{d r^{2}}+Q^{2}(r) u=0 \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
Q^{2}(r)=k^{2}-V(r)-l(l+1) / r^{2} \tag{2.2}
\end{equation*}
$$

with obvious notations. The wavenumber $k$ and the orbital angular momentum quantum number $l$ are real $(k>0, l \geqslant 0)$, whereas $r$ is allowed to assume complex values.

For strongly singular potentials it is not necessary to replace $l(l+1)$ by $\left(l+\frac{1}{2}\right)^{2}$ in the JWKB functions, the latter being good at the origin whether we modify in this way or not (see p. 114 in Ref. 9, where a criterion is given; cf. also p. 40 in Ref. 1). It is, however, convenient to use this modification, since the JWKB formula for the phase shift is then exact in the limit $g^{2}=0$. Thus, we choose

$$
\begin{equation*}
Q_{\mathrm{mod}}^{2}(r)=k^{2}-V(r)-\left(l+\frac{1}{2}\right)^{2} / r^{2} \tag{2.3}
\end{equation*}
$$



FIG. 1. (a) Qualitative behavior of the effective potential $V(r)$ $+\left(l+\frac{1}{2}\right)^{2} r^{-2}$. (b) Path of integration $\Lambda$ for the $\mu$ integral (3.2). The heavy line from $r_{0}$ towards $r=+\infty$ indicates a cut. The phase of $Q_{\text {mod }}(r)$ on the upper edge of the cut is indicated. The small circles show the approximate location of further zeros of $Q_{\text {mod }}^{2}(r)$, beside $r_{0}$, for the case $n=6$.

The exact phase-shift formula (11.40b) in Ref. 9, on which our proof will be based, was derived for the case that the physical potential is at the most as singular as $r^{-2}$ at the origin. The formula is, however, valid also for strongly singular potentials, since the two decisive conditions are fulfilled, namely that the quantity $\exp \left[\int^{r}\left|Q_{\bmod }(r) d r\right|\right]$ increases monotonically and tends to infinity as $r \rightarrow+0$ along the real axis and that, furthermore, the integral $\int^{r}\left|\epsilon Q_{\text {mod }} d r\right|$, where

$$
\begin{align*}
\epsilon= & \frac{Q^{2}-Q_{\mathrm{mod}}^{2}}{Q_{\mathrm{mod}}^{2}}+\frac{1}{16 Q_{\mathrm{mod}}^{6}} \\
& \times\left[5\left(\frac{d Q_{\mathrm{mod}}^{2}}{d r}\right)^{2}-4 Q_{\bmod }^{2} \frac{d^{2} Q_{\mathrm{mod}}^{2}}{d r^{2}}\right], \tag{2.4}
\end{align*}
$$

is convergent when $r \rightarrow+0$ along the real axis, as is seen when one notices that, for $n>2$, the integrand, $\left|\epsilon Q_{\text {mod }}\right|$, behaves as $r^{n / 2-2}$ in the immediate neighborhood of the origin. Thus, in accordance with (11.40b) in Ref. 9, we have the exact formula

$$
\begin{equation*}
\delta_{l}(k)=\left[\delta_{l}(k)\right]_{J W K B}-\arg \left[F_{11}(+0,+\infty)\right] \tag{2.5}
\end{equation*}
$$

where $-\arg \left[F_{11}(+0,+\infty)\right]$ is the correction term which we shall examine in the next section, and

$$
\begin{align*}
{\left[\delta_{l}(k)\right]_{\mathrm{JWKB}}=} & \lim _{R \rightarrow+\infty}\left(\int_{r_{\mathrm{r}}}^{R} Q_{\mathrm{mod}}(r) d r\right. \\
& \left.-\int_{(l+1 / 2) / k}^{R}\left[k^{2}-\left(l+\frac{1}{2}\right)^{2} / r^{2}\right]^{1 / 2} d r\right) \tag{2.6}
\end{align*}
$$

$r_{0}$ being the generalized classical turning point, i.e., the zero of $Q_{\text {mod }}^{2}(r)$ on the real axis (see Fig. 1).

## 3. ESTIMATE OF ARG $F_{11}(+0,+\infty)$

According to the estimate given on p. 128 in Ref. 9, we have

$$
\left|\arg \left[F_{11}(+0,+\infty)\right]\right| \leqslant \mu+\text { higher powers of } \mu,
$$

where

$$
\begin{equation*}
\mu=\int_{\Lambda}\left|\epsilon Q_{\mathrm{mod}} d r\right| \tag{3.2}
\end{equation*}
$$

the integration being performed along a path $\Lambda$ from +0 to $+\infty$, on which there is only one extremum of $\left|\exp \left(i \int^{r} Q_{\text {mod }} d r\right)\right|$. See Sec. 6.3 and Fig. 6.1 in Ref. 9.

In order to estimate the $\mu$ integral (3.2), we shall start by considering the explicit expression for $\epsilon$. With $V(r)$ given by (1.1) and $Q^{2}(r)$ and $Q_{\text {mod }}^{2}(r)$ defined by (2.2) and (2.3), respectively, we readily obtain from (2.4)

$$
\begin{align*}
& \epsilon Q_{\mathrm{mod}}=\frac{1}{4 r^{2} Q_{\mathrm{mod}}}+\frac{1}{4 Q_{\mathrm{mod}}^{3}}\left(\frac{n(n+1) g^{2}}{r^{n+2}}+\frac{6\left(l+\frac{1}{2}\right)^{2}}{r^{4}}\right) \\
& +\frac{5}{16 Q_{\mathrm{mod}}^{5}}\left(\frac{n^{2} g^{4}}{r^{2 n+2}}+\frac{4 n g^{2}\left(l+\frac{1}{2}\right)^{2}}{r^{n+4}}+\frac{4\left(l+\frac{1}{2}\right)^{4}}{r^{6}}\right) . \tag{3.3}
\end{align*}
$$

This relation can be written

$$
\begin{equation*}
\epsilon Q_{\mathrm{mod}}=\sum_{i=1}^{3} \sum_{j=0}^{i} C_{i j} \frac{g^{2 j} r^{(n-2)(i-j-1 / 2)-1}}{\left[r^{n} Q_{\mathrm{mod}}^{2}(r)\right]^{i-1 / 2}} \tag{3.3a}
\end{equation*}
$$

or, alternatively,

$$
\begin{equation*}
\epsilon Q_{\mathrm{mod}}=\sum_{i=1}^{3} \sum_{j=0}^{i} C_{i j} \frac{g^{2 j} r^{-2 i-(n-2) j}}{\left[Q_{\mathrm{mod}}^{2}(r)\right]^{i-1 / 2}} \tag{3.3b}
\end{equation*}
$$

where the quantities $C_{i j}$, as is easily realized, are independent of $g, k$, and $r$, but may possibly depend on n and $l$.

In order to be able to choose the path of integration $\Lambda$ conveniently, we must know the location of the transition points, i.e., the roots of the equation

$$
\begin{equation*}
Q_{\bmod }^{2}(r)=0 \tag{3.4}
\end{equation*}
$$

With the aid of (2.3), (1.1), and (1.3), we can write (3.4) as

$$
\begin{equation*}
\left[r\left(\frac{k^{2}}{g^{2}}\right)^{1 / n}\right]^{n}-\frac{\left(l+\frac{1}{2}\right)^{2}}{\chi^{2}}\left[r\left(\frac{k^{2}}{g^{2}}\right)^{1 / n}\right]^{n-2}=1 \tag{3.5}
\end{equation*}
$$

Recalling that $\chi \rightarrow \infty$ in the high-energy limit [see (1.3)], we realize that the roots $r_{m}$ of Eq. (3.5) are

$$
\begin{align*}
& r_{m}=\left(g^{2} / k^{2}\right)^{1 / n} e^{i 2 \pi m / n}\left[1+O\left(\chi^{-2}\right)\right] \\
& m=0, \ldots, n-1 \tag{3.6}
\end{align*}
$$

The distance between any two neighboring roots $r_{m}$ and $r_{m}$, is given by

$$
\begin{equation*}
\left|r_{m}-r_{m^{\prime}}\right|_{k=\infty}^{=} 2\left(g^{2} / k^{2}\right)^{1 / n} \sin (\pi / n)\left[1+O\left(\chi^{-2}\right)\right] \tag{3.7}
\end{equation*}
$$

The generalized classical turning point $r_{0}$ is obtained by putting $m=0$ in (3.6).

The path $\Lambda$ shall circumvent the turning point $r_{0}$, at which the integral of $\left|\epsilon Q_{\text {mod }}\right|$ diverges. In Fig. Ib such a path $\Lambda$ is depicted, chosen so as to proceed along the real axis and to circumvent $r_{0}$ in a semicircle enclosing no other zeros of $Q_{\text {mod }}^{2}(r)$. Since $r_{0} \rightarrow 0$ when $k \rightarrow \infty$, we choose conveniently
the radius of the semicircle as a definite fraction $\eta$ (independent of $k$ ) of the distance $r_{0}$. Furthermore, by choosing $\eta$ small enough, we achieve the result that $Q_{\text {mod }}^{2}(r)$ is approximately a linear function of $r-r_{0}$ on the semicircle (see the Appendix), and we thereby assure the fulfillment of the above-mentioned condition that there shall be only one extremum (with our choice of phase of $Q_{\text {mod }}(r)$ a minimum) of $\left|\exp \left(i \int^{r} Q_{\text {mod }} d r\right)\right|$ on the path $\Lambda$.

To obtain an upper bound for the $\mu$ integral (3.2), we write

$$
\begin{equation*}
\mu=\mu_{1}+\mu_{2}+\mu_{3}, \tag{3.8}
\end{equation*}
$$

where $\mu_{1}$ and $\mu_{3}$ are the integrals along the two parts of $A$ coinciding with the real axis and $\mu_{2}$ is the integral along the semicircle joining them (see Fig. 1b). We shall now examine these integrals separately.

Let us first estimate $\mu_{1}$. To this purpose we consider the integral over the absolute value of an arbitrary term in the right-hand member of (3.3a) from $r=+0$ to $r=r_{-}$, where, with due regard to (3.6), we have

$$
\begin{equation*}
r_{-}=(1-\eta) r_{0}=(1-\eta)\left(g^{2} / k^{2}\right)^{1 / n}\left[1+O\left(\chi^{-2}\right)\right] \tag{3.9}
\end{equation*}
$$

The region from the origin to the classical turning point is classically forbidden, and hence $Q_{\text {mod }}^{2}(r) \leqslant 0$ for $0 \leqslant r \leqslant r_{0}$. According to (2.3) and (1.1), we therefore have

$$
\begin{equation*}
\left|r^{n} Q_{\bmod }^{2}(r)\right|=g^{2}-k^{2} r^{n}+\left(l+\frac{1}{2}\right)^{2} r^{n-2}, 0 \leqslant r \leqslant r_{0} \tag{3.10}
\end{equation*}
$$

Putting $r=r_{-}$in (3.10) and using (3.9), we obtain in the high-energy limit the relation

$$
\begin{equation*}
\left|r_{-}^{n} Q_{\text {mod }}^{2}\left(r_{-}\right)\right| \underset{k \rightarrow \infty}{\sim} g^{2}\left[1-(1-\eta)^{n}\right] \tag{3.11}
\end{equation*}
$$

which will be used presently. Examining, furthermore, the behavior of the function $\left|r^{n} Q_{\text {mod }}^{2}(r)\right|$ in the interval $(+0$, $r_{\text {_ }}$ ), we find from (3.10) that, for sufficiently large values of $k$, it takes its smallest value for $r=r_{-}$. Utilizing this fact and taking (3.11) and (3.6) into account, we obtain the following upper bound for the integral over the absolute value of an arbitrary term in the right-hand member of (3.3a) (suppressing the factor $C_{i j}$ which is immaterial here):

$$
\begin{align*}
& \int_{0}^{r} \frac{g^{2 j} r^{(n-2)(i-j-1 / 2)-1}}{\left|r^{n} Q_{\bmod }^{2}(r)\right|^{i-1 / 2}} d r \\
& \leqslant \frac{g^{2 j}}{\left|r_{-}^{n} Q_{\text {mod }}^{2}\left(r_{-}\right)\right|^{i-1 / 2}} \int_{0}^{r} r^{(n-2)(i-j-1 / 2)-1} d r \\
&< \frac{g^{2 j}}{\left|r_{-}^{n} Q_{\text {mod }}^{2}\left(r_{-}\right)\right|^{i-1 / 2}} \int_{0}^{r_{0}} r^{(n-2)(i-j-1 / 2)-1} d r \\
&= \frac{g^{2 j}}{\left|r_{-}^{n} Q_{\text {mod }}^{2}\left(r_{-}\right)\right|^{i-1 / 2}} \\
& \times\left[(n-2)\left(i-j-\frac{1}{2}\right)\right]^{-1} r_{0}^{(n-2)(i-j-1 / 2)} \\
& \sim {\left[1-(1-\eta)^{n}\right]^{-i+1 / 2} } \\
& \sim \rightarrow \infty \\
& \times \psi\left[(n-2)\left(i-j-\frac{1}{2}\right)\right]-\chi^{1-2(i-j)}  \tag{3.12}\\
&= O\left(\chi^{1-2(i-j)}\right) .
\end{align*}
$$

Since $i-j \geqslant 1$ in (3.3a), we realize that the slowest approach to zero of the integral (3.12), when $k \rightarrow \infty$, is exhibited when $i-j$ takes its smallest value, unity. We thus conclude that $\mu_{1}=O\left(\chi^{-1}\right)$, when $k \rightarrow \infty$.

An upper bound for $\mu_{3}$ is obtained analogously as for $\mu_{1}$ by utilizing the fact that, in the interval $\left(r_{+},+\infty\right)$ with

$$
\begin{equation*}
r_{+}=(1+\eta) r_{0} \tag{3.13}
\end{equation*}
$$

the function $Q_{\text {mod }}^{2}(r)$ is a monotonically increasing function of $r$. Thus, in view of the fact that $i \geqslant 1$ and with the aid of the expressions (3.6) and (3.13) for $r_{0}$ and $r_{+}$, respectively, we get

$$
\begin{align*}
\frac{1}{\left|Q_{\bmod }^{2}(r)\right|^{i-1 / 2}} & \leqslant \frac{1}{\left|Q_{\bmod }^{2}\left(r_{+}\right)\right|^{i-1 / 2}} \\
& \underset{k \rightarrow \infty}{\sim}\left[1-(1+\eta)^{-n}\right]^{-i+1 / 2} k^{-2 i+1} \tag{3.14}
\end{align*}
$$

Estimating the integral over the absolute value of an arbitrary term in the right-hand member of (3.3b) from $r=r_{+}$ to $r=+\infty$, we thus obtain (suppressing $C_{i j}$ )

$$
\begin{align*}
& \int_{r,}^{\infty} \frac{g^{2 j} r^{-2 i-(n-2) j}}{\left|Q_{\bmod }^{2}(r)\right|^{i-1 / 2}} d r \\
& \leqslant \frac{g^{2 j}}{\left|Q_{\bmod }^{2}\left(r_{+}\right)\right|^{i-1 / 2}} \int_{r^{2} .}^{\infty} r^{-2 i-(n-2) j} d r \\
&<\frac{g^{2 j}}{\left|Q_{\bmod }^{2}\left(r_{+}\right)\right|^{i-1 / 2}} \int_{r_{0}}^{\infty} r^{-2 i-(n-2) j} d r \\
& \underset{k \rightarrow \infty}{\sim}\left[1-(1+\eta)^{-n}\right]^{-i+1 / 2} \\
& \quad \times[2 i+(n-2) j-1]^{-1} \chi^{1-2(i-j)} \\
& \quad=O\left(\chi^{1-2(i-j)}\right) . \tag{3.15}
\end{align*}
$$

This upper bound displays the same high-energy behavior as the upper bound obtained in (3.12). Hence, also $\mu_{3}=O\left(\chi^{-1}\right)$ when $k \rightarrow \infty$.

Finally an upper bound for the integral over the absolute value of an arbitrary term in (3.3b) along the semicircle joining the points $r_{-}$and $r_{+}$is obtained, simply by multiplying the maximum value of the integrand by the length of the path. According to our previous assumption the radius of the semicircle is $\eta r_{0}$, and on the semicircle we therefore have

$$
\begin{equation*}
\left|r-r_{0}\right|=\eta r_{0} \tag{3.16}
\end{equation*}
$$

If we choose the parameter $\eta$ sufficiently small and, as already assumed, independent of $k$, we may, in the high-energy limit, use the expression (A5) in the Appendix for the function $Q_{\text {mod }}^{2}(r)$ on the semicircle. Noting, furthermore, that $|r| \geqslant r_{-}$on the semicircle, we obtain the following upper bound for the absolute value of an arbitrary term in (3.3b) (with $C_{i j}$ suppressed):

$$
\begin{align*}
\frac{g^{2 j} r^{-2 i}-(n-2) j}{\left|Q_{\text {mod }}^{2}(r)\right|^{i-1 / 2}} & \leqslant \\
k \rightarrow \infty & g^{2 j} r_{-}^{-2 i-(n-2) j}\left(n k^{2} \eta\right)^{1 / 2-i}  \tag{3.17}\\
& \times\left[1+O(\eta)+O\left(\chi^{-2}\right)\right]
\end{align*}
$$

On multiplying the right-hand member of $(3.17)$ by the
length of the path, $\pi \eta r_{0}$, and substituting the expressions (3.6) and (3.9) for $r_{0}$ and $r_{-}$, respectively, we find that the upper bound for the integral in question equals
$O\left(\chi^{1-2(i-j)}\right)$, when $k \rightarrow \infty$. This implies that $\mu_{2}$
$=O\left(\chi^{-1}\right)$ in the high-energy limit.
Thus we conclude that

$$
\begin{equation*}
\mu=\mu_{1}+\mu_{2}+\mu_{3}=O\left(\chi^{-1}\right) \tag{3.18}
\end{equation*}
$$

Hence, it follows from (3.1) that the correction term $\arg \left[F_{11}(+0,+\infty)\right]$ occurring in the exact formula (2.5) tends to zero at least as fast as $\chi^{-1}$ when $k \rightarrow \infty$. Thus it is rigorously shown that the JWKB expression (2.6) for the phase shift tends to exactness as $k \rightarrow \infty$. From (2.6) it then follows that, in the high-energy limit, we have, for fixed $l$, the expansion

$$
\begin{equation*}
\delta_{l}(k) \underset{k \rightarrow \infty}{=}-A_{n, 0} \chi+\left(1+\frac{1}{2}\right) \pi / 2+O\left(\chi^{-1}\right) \tag{3.19}
\end{equation*}
$$

where $A_{n, 0}$ and $\chi$ are given by (1.5) and (1.3), respectively.
The question of which one (if any) of the expressions (1.4-1.6) for $A_{n, 0}$ is correct is thus definitely settled, the expression (1.5) being the correct one. Also the next term in the high-energy expansion obtained from (2.6), i.e., the constant ( $1+\frac{1}{2}$ ) $\pi / 2$ in (3.19), is significant according to our analysis.

We remark that our treatment can easily be generalized to apply to a class of inverse-power potentials with an energy dependent coupling constant. In fact, if we replace $g^{2}$ in (1.1) by $g^{2}=g^{\prime 2} k^{a}$, where $-(n-2)<a \leqslant 2<n$, the expansion (3.19), with $\chi$ replaced by $\chi^{\prime}=k\left(g^{\prime 2} / k^{2-a}\right)^{1 / n}$, still applies also for the class of energy dependent potentials in question.

## APPENDIX: LINEAR APPROXIMATION OF THE FUNCTION $Q_{\text {mod }}^{2}(r)$ CLOSE TO THE TURNING POINT $r_{0}$

Consider the function $Q_{\text {mod }}^{2}(r)$ in the region of the complex $r$ plane defined by $\left|r-r_{0}\right| \leqslant \eta r_{0}, O<\eta<1$. In this region $Q_{\text {mod }}^{2}(r)$ is an analytical function of $r$ and can thus be expanded in a Taylor expansion about the point $r_{0}$. Since $Q_{\text {mod }}^{2}\left(r_{0}\right)=0$, the Taylor series is

$$
\begin{align*}
Q_{\mathrm{mod}}^{2}(r) & =\sum_{v=1}^{\infty} \frac{1}{v!}\left(\frac{d^{v}}{d r^{v}} Q_{\mathrm{mod}}^{2}(r)\right)_{r=r_{0}}\left(r-r_{0}\right)^{v} \\
& =k^{2} \sum_{v=1}^{\infty} a_{v}\left(\frac{r}{r_{0}}-1\right)^{v} \tag{A1}
\end{align*}
$$

where

$$
\begin{align*}
a_{v}= & \frac{1}{v!k^{2}} r_{0}^{v}\left(\frac{d^{v}}{d r^{v}} Q_{\text {mod }}^{2}(r)\right)_{r=r_{0}} \\
= & (-1)^{v-1}\binom{n-1+v}{v} \frac{g^{2}}{k^{2} r_{0}^{n}} \\
& \times \psi\left(1+\frac{(n-1)!(v+1)!}{(n-1+v)!} \frac{\left(l+\frac{1}{2}\right)^{2}}{g^{2}} r_{0}^{n-2}\right) . \tag{A2}
\end{align*}
$$

Inserting the expression (3.6) for $r_{0}$ into (A2) and using the definition (1.3), we get

$$
\begin{equation*}
a_{v}=(-1)^{v-1}\binom{n-1+v}{v}\left[1+O\left(\chi^{-2}\right)\right] \tag{A3}
\end{equation*}
$$

when $k \rightarrow \infty$,
where $O\left(\chi^{-2}\right)$ is uniformly bounded with respect to $\nu$. Comparing the absolute values of two consecutive terms in the right-hand member of (A1), we obtain, with the aid of (A3) and the fact that $\left|r-r_{0}\right| \leqslant \eta r_{0}$ in the region under consideration,

$$
\begin{align*}
& \left|\frac{a_{v+1}\left(r / r_{0}-1\right)^{v+1}}{a_{v}\left(r / r_{0}-1\right)^{v}}\right| \\
& \quad=\frac{n+v}{k \rightarrow \infty} v \frac{\left|r-r_{0}\right|}{r_{0}}\left[1+O\left(\chi^{-2}\right)\right] \\
& \quad \leqslant \frac{1}{2}(n+1) \eta+O\left(\chi^{-2}\right), \quad v \geqslant 1 \tag{A4}
\end{align*}
$$

Thus, if we choose $\eta<2 /(n+1)$, the terms in the expansion (A1) will in the high-energy limit decrease rapidly with increasing values of $v$. Retaining explicitly only the term which is linear in $r-r_{0}$, we realize from (A1) and (A3) that

$$
\begin{array}{r}
Q_{\mathrm{mod}}^{2}(r) \underset{k \rightarrow \infty}{=} n k^{2}\left(r / r_{0}-1\right)\left[1+O(\eta)+O\left(\chi^{-2}\right)\right], \\
\eta<2 /(n+1) \tag{A5}
\end{array}
$$

in the region $\left|r-r_{0}\right| \leqslant \eta r_{0}$.
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The symmetry properties of classical, cross-section generating solutions of field equations, sectons, are investigated. It is shown that under general conditions on the interaction Lagrangian of the field theory the symmetry group of the solutions can only be $0(1,1) \times 0(2)$ for finite momenta. Such solutions generate inclusive cross sections with Feynman scaling.

## I. INTRODUCTION

A functional integral representation of the generating functional of cross sections for an arbitrary field theory was found in a previous work. ${ }^{1}$ This representation was used to show that under some circumstances, inclusive (and semiinclusive) cross sections are dominated by certain classical solutions of the field equations, called sectons. ${ }^{1,2}$

The simplest example for the use of the theory of sectons is the calculation of the single particle inclusive cross section that has the following exact form

$$
\begin{equation*}
d \sigma / d^{3} p=\sigma(2 \pi)^{-3}(2 E)^{-1}\langle j(p) \bar{j}(-p)\rangle_{1} \tag{1.1}
\end{equation*}
$$

where $j(p)$ and $\bar{j}(p)$ are the Fourier transforms of $\left(\square+m^{2}\right) \psi(x)$ and $\left(\square+m^{2}\right) \bar{\psi}(x)$, respectively; $p_{0}=E$ $=\left(\mathbf{p}^{2}+m^{2}\right)^{1 / 2}$ and the expectation value of an operator, $\langle 0[\psi, \bar{\psi}]\rangle_{g}$ is defined through the functional integral $\langle 0[\psi, \bar{\psi}]\rangle_{g}$

$$
\begin{align*}
= & \sigma^{-1} m^{2}\left[\left(p_{a} \cdot p_{b}\right)^{2}-m^{4}\right]^{-1 / 2} 64 \int d z d v d v^{\prime} \\
& \times \exp \left\{i\left(v-v^{\prime}\right) \cdot\left(p_{a}-p_{b}\right)+i z \cdot\left(p_{a}+p_{b}\right)\right\} \\
& \times \int D \psi D \bar{\psi} O[\psi, \bar{\psi}] \\
& \times K \psi(v+z / 2) K \psi(-v+z / 2) K \bar{\psi}\left(v^{\prime}-z / 2\right) \\
& \times K \bar{\psi}\left(-v^{\prime}-z / 2\right) e^{-A[g]}, \tag{1.2}
\end{align*}
$$

where $K=\square+m^{2}, m$ is the physical mass, while $p_{a}$ and $p_{b}$ are the momenta of initial state particles. Finally, the action $A$ is defined by

$$
\begin{align*}
A[g]= & -\int d^{4} x d^{4} y K \psi(x) D_{+}^{g}(x-y) K \bar{\psi}(y) \\
& +i \int d^{4} x[L(\psi)-L(\bar{\psi})] \tag{1.3}
\end{align*}
$$

where $L(\psi)$ is the Lagrangian of the field theory in question (we shall restrict ourselves to the discussion of the field theory of a single scalar, Hermitian field). The Green's function
$D_{+}^{g}(x)=(2 \pi)^{-3} \int d^{3} p(2 E)^{-1} \exp \{-i p \cdot x\} g(p)$
can be substituted by $D_{+}^{s}(x)$ in the limit $g \rightarrow 1 . D_{+}^{s}(x)$ is

[^12]defined by (1.4), except the integral over the momentum is cut off at $|\mathbf{p}|=\left(s-4 m^{2}\right)^{1 / 2}$, where $s=\left(p_{a}+p_{b}\right)^{2}$. The substitution of $D_{+}(x)=D_{+}^{1}(x)$ by $D_{+}^{s}(x)$ is relevant only if we investigate the behavior of inclusive cross sections in the fragmentation region; for finite momenta the use of $D_{+}(x)$ is sufficient. Notice that the inclusive cross section is just the functional derivative of the generating functional $\sigma[g]=\sigma\langle 1\rangle_{g}$ with respect to $g(p)$.

The formalism described above can be put to use in various ways. Classical solutions of the field equations may dominate the expression of inclusive cross section (1.1). The classical solutions should satisfy the following set of integral equations [at $g(p)=g=$ constant $]^{1,2}$

$$
\begin{align*}
\psi(x)= & \int d^{4} y D_{F}(x-y) V(\psi(y)) \\
& +i g \int d^{4} y D_{+}(x-y) V(\bar{\psi}(y))  \tag{1.5}\\
\bar{\psi}(x)= & \int d^{4} y D_{F}^{*}(x-y) V(\bar{\psi}(y)) \\
& -i g \int d^{4} y D_{+}^{*}(x-y) V(\psi(y))
\end{align*}
$$

where $V(\psi(x))=\partial L_{\mathrm{int}}(\psi) / \partial \psi(x), L_{\mathrm{int}}$ is the interaction part of the Lagrangian and $D_{F}(x)$ is the casual Green's function of the massive Klein-Gordon equation, satisfying $K D_{F}(x)$ $=-\delta^{4}(x)$. It is obvious that the function $\psi(x)$ and $\bar{\psi}(x)$ that satisfy Eq. (1.5) also satisfy the field equations

$$
\begin{equation*}
K \psi(x)=-V(\psi(x)), \quad K \bar{\psi}(x)=-V(\bar{\psi}(x)) \tag{1.6}
\end{equation*}
$$

Note that no renormalization counterterms should be included in $V(\psi(x))$ in Eq. (1.5), because the semiclassical results are of lowest order in $\hbar$, while counterterms are not.

The contributions to inclusive cross sections discussed above are obviously nonperturbative. Contributions of perturbative origin can also be investigated in large orders $(n)$ of the perturbation expansion with respect to the interacting part of action $A$ of Eq. (1.3). ${ }^{3.4}$ The leading contribution to the inclusive cross section is generated by instantonlike solutions of Eq. (1.5) with a changed coupling constant. Only the norm of these solutions depends on $n$ in leading order of $n^{-1}$, consequently the $n$ dependence of the Green's functions can be factored out and an estimate of the contribution of large order of perturbation theory to inclusive cross sections is obtained up to an unknown constant. ${ }^{4}$

The only specific case in which solutions of Eq. (1.5) have been studied in some detail up to now is the $\psi^{4}$ field theory, ${ }^{1}$ in which the existence of $O(1,1) \times O(2)$ invariant solutions (depending on $p^{2}=p_{0}^{2}-\mathbf{p}^{2}$ and $p_{1}^{2}=p_{1}^{2}+p_{2}^{2}$ only) has been inferred from the investigation of Eq. (1.5) in momentum representation at large $p_{1}, p, p_{1} / p$ fixed. The existence of solutions of other symmetry groups could not be excluded, however, A solution that is $O(1,1) \times O(2)$ invariant leads to an inclusive cross section with Feynman scaling if we take into account the natural breaking of the symmetry for momenta of $O\left(s^{1 / 2}\right)$, due to momentum conservation.

In the present paper we wish to prove that only $O(1,1) \otimes O(2)[$ or $O(1,1)]$ invariant solutions of system (1.5) may exist. The breaking of the compact subgroup, $O$ (2), has no consequences on the symmetry properties of the inclusive cross section if no polarization is measured.

The proof is based on the detailed study of Eq. (1.5) in various regions of spacetime and various assumptions concerning the symmetry properties of the solution. We shall talk of $O(3,1)\left(\psi, \bar{\psi}\right.$ depends on $x^{2}$ only), $O(2,1)$ (dependence on $x^{2}$ and $\left.x_{3}\right), O(1,1) \otimes O(2)\left(x^{2}\right.$ and $\left.x_{1}^{2}=x_{1}^{2}+x_{2}^{2}\right), O(3)\left(x^{2}\right.$ and $\left.x_{0}\right)$ and $E(2)\left(x^{2}\right.$ and $\left.x_{+}=x_{0}+x_{3}\right)$ invariant solutions ( $\psi$ can always depend on sign ( $x_{0}$ ) as well). The breaking of the compact part of the symmetry group does not influence the question of existence of solutions.

We shall define regions $T^{+}$and $T^{-}$by $x^{2}>0, x_{0}>0$ and $x_{0}<0$, respectively. Region $S$ is defined by $x^{2}<0$. Let us also define the Minkowski vectors $x_{\|}=\left(x_{0}, x_{1}, x_{2}\right)$ for $O(2,1)$ and $x_{\|}=\left(x_{0}, x_{3}\right)$ for $O(1,1) \otimes O(2)$. Then $\mathrm{x} \in S^{ \pm}$if $x \in S, x_{\|} \cdot x_{\|}$ $>0$ and $\operatorname{sign}\left(x_{0}\right)= \pm 1, x \in S^{0}$ if $x \in S$ and $x_{\|} \cdot x_{\|}<0$. Finally we define $S^{ \pm}$for $E$ (2) by $x \in S$ and $\operatorname{sign}\left(x_{+}\right)= \pm 1$.

We shall consider theories of a single Hermitian scalar field only. We shall assume that the interaction Lagrangian satisfies a few simple constraints. Defining $V(\psi)=d L_{\text {int }}(\psi) / d \psi, V$ is assumed to have the behavior of $V(\psi)=O\left(\psi^{N-1}\right)$ for $\psi \rightarrow \infty$, where $N \leqslant 4$ (renormalizability constraint) and $V(\psi)=O\left(\psi^{n-1}\right)$ for $\psi \rightarrow 0$, where $n \geqslant 3$ [the mass term is completely extracted from $L_{\mathrm{int}}(\psi)$ ]. The last constraint could be relaxed to $n>2+\epsilon$ spending considerably more effort. Finally, we shall assume that $W\left(\psi_{1}, \psi_{2}\right)$ $=\left[\boldsymbol{V}\left(\psi_{1}\right)-\boldsymbol{V}\left(\psi_{2}\right)\right] /\left(\psi_{1}-\psi_{2}\right)$ satisfies the conditions $W\left(\psi_{1}, \psi_{2}\right)=O\left(\psi_{1}^{N-2}+\psi_{2}^{N-2}\right)$ for $\psi_{1}, \psi_{2} \rightarrow \infty$ and $W\left(\psi_{1}, \psi_{2}\right)=O\left(\psi_{1}^{n-2}+\psi_{2}^{n-2}\right)$ for $\psi_{1}, \psi_{2} \rightarrow 0$. These and the previous constraints are satisfied by all of the models usually considered in the literature.

In the final part of the present section we shall cast Eq. (1.5) into a slightly more convenient form, as follows (we set $g=1$ for the sake of simplicity):

$$
\begin{aligned}
\psi(x)= & \int d^{4} y D_{\text {adv }}(x-y) V(\psi(y)) \\
& +i \int d^{4} y D_{+}(x-y)[V(\bar{\psi}(y))-V(\psi(y))] \\
\bar{\psi}(x)= & \int d^{4} y D_{\text {adv }}(x-y) V(\bar{\psi}(y)) \\
& +i \int d^{4} y D_{+}^{*}(x-y)[V(\bar{\psi}(y))-V(\psi(y))]
\end{aligned}
$$

We shall also make extensive use of the following equation [not independent of (1.7)]

$$
\begin{equation*}
\psi(x)-\bar{\psi}(x)=\int d^{4} y D_{\mathrm{ret}}(x-y)[V(\psi(y))-V(\bar{\psi}(y))] \tag{1.8}
\end{equation*}
$$

where $D_{\text {ret }}(x)$ is defined as

$$
\begin{align*}
& D_{\mathrm{ret}}(x)=D_{F}(x)+i D_{+}^{*}(x)=\Theta\left(x_{0}\right) D\left(x^{2}\right)  \tag{1.9}\\
& D(z)=-(2 \pi)^{-1}\left[\delta(z)-m \Theta(z) J_{1}(m \sqrt{z}) / 2 \sqrt{z}\right]
\end{align*}
$$

Finally,

$$
D_{\text {adv }}(x)=D_{\text {ret }}(-x) .
$$

The advantage of Eq. (1.7)-(1.8) in contrast to Eq. (1.5) is that their structure is made explicit, namely, it is obvious that they become Volterra integral equations in certain regions of spacetime and certain symmetries. More exactly $D_{\text {adv }}(x-y)$ and $D_{\text {ret }}(x-y)$ are Volterra kernels and the terms with $D_{+}(x-y)$ can be regarded as inhomogeneities. Another important and related property of Eq. (1.8) is that if $x \in T^{-}$, the $y \in T^{-}$as well. Furthermore, if $x \in S$ then $y \in T^{-}$ or $S$. Equation (1.7) has a similar property with $T^{+}$and $T^{-}$exchanged, provided $\bar{\psi}(x) \equiv \psi(x)$.

The proof of nonexistence of solutions is based on the simple observations made above. Every time $\psi(x)$ or $\psi(x)-\bar{\psi}(x)$ satisfies a homogeneous Volterra equation we can show after a study of the asymptotic behavior of the kernel that the equation has no nontrivial solutions. This circumstance is the consequence of the uniqueness of solutions of Volterra integral equations. ${ }^{5}$ It is always sufficient to show that the solution is zero in a finite region around $x=0$ or $1 / x=0$, since a solution of (1.6) may have singular points at $x=0$ and $\infty$ only and it is identically zero if it vanishes on a finite subinterval of $(0, \infty)$.

One can put these considerations in a slightly different light by realizing that the admissible solutions of Eq. (1.6) are asymptotically dominated by the solutions of the free Klein-Gordon equation. A homogeneous Volterra equation, however relates the behavior of $\psi$ on the left-hand side to the behavior of $V(\psi)$ on the right-hand side. Since $V(\psi) \sim O\left(\psi^{n-1}\right)$ for $\psi \rightarrow 0$, the two sides do not match and the equation has no nontrivial solutions.

The organization of this paper is as follows. In Sec. II and III we prove the nonexistence of solutions for $O(3,1)$ symmetry and other symmetries [except of $O(1,1) \times O(2)$ ], respectively. In the conclusions (Sec. IV) we summarize our results, point out why $O(1,1) \otimes O(2)$ invariant solutions may exist and compare sectons with other known classical solutions, solitons and instantons. In the Appendix we investigate the asymptotic behavior of solutions of Eq. (1.6) near the singular points.

## II. $O(3,1)$ SYMMETRIC SOLUTIONS

First we consider Eq. (1.7) for $O(3,1)$ invariant functions. The integrals over the angular variables can be performed exactly and one obtains the following equations for $\psi^{+}(x), \psi^{0}(x)$ and $\psi^{-}(x)$ [the function $\psi(x)$ in $T^{+}, S$ and $T^{-}$, respectively]:

$$
\begin{align*}
\psi^{+}(x)= & a_{+} H_{1}^{(2)}(m x) / x-(\pi / 2 x) \int_{x}^{\infty} d y y^{2} \\
& \times\left[J_{1}(m x) Y_{1}(m y)-J_{1}(m y) Y_{1}(m x)\right] V\left(\psi^{+}(y)\right) \tag{2.1}
\end{align*}
$$

$$
\begin{align*}
& \psi^{0}(x) \\
& \begin{array}{l}
=a_{0} K_{1}(m x) / x-\left[I_{1}(m x) / x\right] \int_{x}^{\infty} d y y^{2} K_{1}(m y) V\left(\psi^{0}(y)\right) \\
\quad-\left[K_{1}(m x) / x\right] \int_{0}^{x} d y y^{2} I_{1}(m y) V\left(\psi^{0}(y)\right) \\
\begin{array}{l}
\psi^{-}(x)= \\
\quad \\
\quad+(\pi / 2 x) H_{1}^{(1)}(m x) / x+b J_{1}(m x) / x+c_{-} Y_{1}(m x) / x \\
\quad \\
\left.\quad-J_{1}(m y) Y_{1}(m x)\right] V\left(J_{1}(m x) Y_{1}(m y)\right.
\end{array}
\end{array} .
\end{align*}
$$

$$
\begin{align*}
a_{+} & \int_{0}^{\infty} d y y^{2}\left\{(i \pi / 4) H_{1}^{(1)}(m y)\left[V\left(\bar{\psi}^{+}(y)\right)-V\left(\psi^{+}(y)\right)\right]\right. \\
& +(-i \pi / 4) H_{1}^{(2)}(m y)\left[V\left(\bar{\psi}^{-}(y)\right)-V\left(\psi^{-}(y)\right)\right] \\
& \left.+K_{1}(m y)\left[V\left(\bar{\psi}^{0}(y)\right)-V\left(\psi^{0}(y)\right)\right]\right\}, \\
a_{0}= & (-2 i / \pi) a_{+}+\int_{0}^{\infty} d y y^{2} J_{1}(m y) V\left(\psi^{+}(y)\right), \\
a_{-}= & -a_{+},  \tag{2.4}\\
b_{-}= & (\pi / 2) \int_{0}^{\infty} d y y^{2} Y_{1}(m y) V\left(\psi^{+}(y)\right) \\
& -2 \int_{0}^{\infty} d y y^{2} K_{1}(m y) V\left(\psi^{0}(y)\right), \\
c_{-}= & (\pi / 2) \int_{0}^{\infty} d y y^{2} J_{1}(m y) V\left(\psi^{+}(y)\right) .
\end{align*}
$$

The equations for $\bar{\psi}(x)$ are obtained from Eqs. (2.1)(2.4) by complex conjugation and the substitution $[\psi(x)]^{*} \rightarrow \bar{\psi}(x),[\bar{\psi}(x)]^{*} \rightarrow \psi(x)$. We use the standard notations, $J_{n}(x), Y_{n}(x), H_{n}^{(1,2)}(x), K_{n}(x)$ and $I_{n}(x)$ for Bessel functions.

First we prove that $a_{0}=0$. Suppose $a_{0} \neq 0$, then $\psi^{0}(x)$ $\sim x^{-2}$ for $x \rightarrow 0$. Indeed, none of the first two terms on the right hand side of Eq. (2.2) can compensate the term $a_{0} K_{1}(m x) / x$; the second term is obviously smaller for $x \rightarrow 0$, while the first term would have the same behavior only if $V\left(\psi^{0}(x)\right) \sim x^{-4}$ for $x \rightarrow 0$. Such a behavior of $V\left(\psi^{0}(x)\right)$ would make the second term divergent, so we proved that if $a_{0} \neq 0$ then $\psi^{0}(x) \sim x^{-2}$ for $x \rightarrow 0$. On the other hand if $\psi^{0}(x)$ $\sim x^{-2}$ then $b$ of Eq. (2.4) would diverge. Consequently $a_{0}=0$.

The possible asymptotic behaviors of $\psi(x)$ at $x=0$ are analyzed in the Appendix [Eqs. (A2) and (A4)]. They are $\psi(x) \sim x^{-2}, x^{-2 /(N-2)}$ and $x^{0}$, where $N$ is defined as $V(\psi) \sim g \psi^{N-1}$ for $\psi \rightarrow \infty$. The requirement of convergence of $b$ excludes the behavior $x^{-2 /(N-2)}$ as well. If $\psi(0)$ and $\bar{\psi}(0)$ are constants then $a_{i}$ and $b_{i}$ can be calculated, by making use of the field equations and integrating by parts in Eq. (2.4). We obtain

$$
\begin{aligned}
a_{+}= & {\left[\bar{\psi}^{+}(0)+\bar{\psi}^{-}(0)-2 \bar{\psi}^{0}(0)-\psi^{+}(0)-\psi^{-}(0)\right.} \\
& \left.+2 \psi^{0}(0)\right] / m
\end{aligned}
$$

$$
\begin{align*}
& a_{0}=-(2 i / \pi) a_{+}=(2 i / \pi) a_{-} \\
& b_{-}=-2 \psi^{+}(0) / m+4 \psi^{0}(0) / m  \tag{2.5}\\
& c_{-}=0
\end{align*}
$$

The vanishing of the coefficient $a_{+}=i \pi a_{0} / 2$ implies that $\psi^{+}(x)=0$. The reason for the vanishing of $\psi^{+}(x)$ is that Eq. (2.1) becomes a homogeneous Volterra integral equation in variable $x^{-1}$. Suppose $n \geqslant 3$, where $V(\psi) \sim h \psi^{n-1}$ for $\psi \rightarrow 0$. then we obtain the following estimate for $\chi(x)=x^{3 / 2} \psi(x)\{\chi(x)$ is bounded, see Eqs. [(A2) and (A3)] :

$$
\begin{equation*}
|\chi(x)|<\left(h \pi M^{n-2} / m\right) \int_{x}^{\infty} d y y^{-3(n-2) / 2}|\chi(x)| \tag{2.6}
\end{equation*}
$$

where $M$ is an upper bound for $|\chi(x)|$. Equation (4.6) was obtained by making use of the bounds $\left|J_{1}(z)\right|<z^{-1 / 2}$,
$\left|Y_{1}(z)\right|<z^{-1 / 2}$, satisfied if $z>z_{0}$. The iteration of Eq. (2.6) shows that the only function satisfying this equation is $\chi(x) \equiv 0$.

The continuity of $\psi(x)$ as a function of $x^{2}$ at $x^{2}=0$ requires, however, that $\psi^{+}(0)=\psi^{-}(0)=\psi^{0}(0)$ (see Appendix). The asymptotic behavior $\psi^{0}(y) \rightarrow 0$ and $\psi^{-}(y) \rightarrow 0$ for $y \rightarrow 0$ is not admissible for an $O(3,1)$ invariant solution of Eq. (1.6), i.e., $\psi^{-}(x) \equiv \psi^{0}(x) \equiv 0$. In other words, no nontrivial global solution of Eqs. (2.1)-(2.4) exists.

## III. $O(2,1), E(2)$ and $O(3)$ INVARIANT SOLUTIONS

We shall follow a route, somewhat different from the one we have taken for the investigation of $O(3,1)$ invariant solutions to prove the nonexistence of solutions for $O(2,1)$, $E$ (2) and $O$ (3). We shall frequently rely on the Volterra character of the equations.

First we shall consider Eq. (1.8) for $x \in T^{-}$; having found that it is a Volterra equation for $\psi(x)-\vec{\psi}(x)$ we shall proceed to prove that $\psi(x)=\bar{\psi}(x)$ if $x \in T^{-}$. Then we move to region $S^{-}$and prove that $\psi(x)=\bar{\psi}(x)$ in this region as well. The investigation of $S^{-}$is followed by that of $S^{+}$and $T^{+}$proving in each region that $\psi(x)=\bar{\psi}(x)$. Using this result we move to Eq. (1.7) and investigate the same regions in reverse order. Each time we find the equation to be a Volterra equation for $\psi(x)$, and consequently we can prove that $\psi(x)=0$. A slight complication arises in the $O(2,1)$ case, because the integral equation is not a Volterra equation if $x \in S^{0}$, but luckily the other regions decouple from $S^{0}$, i.e., if $x \in S^{ \pm}$or $T^{ \pm}$then $y \in S^{\circ}$.

It is convenient to introduce the variables $x_{+}$and $x_{-}$ (similarly $y_{+}$and $y_{-}$) as follows: $x_{+}=x_{0}+x_{3}$ for $E(2), x_{0}$ $+|\mathbf{x}|$ for $O(3)$ and $x_{3}+|\mathbf{x}|$ for $O(2,1)$, while $x$ $=x \cdot x / x_{+}$for $E(2), x_{0}-|\mathbf{x}|$ for $O(3)$ and $|\mathbf{x}|-x_{3}$ for $O(2,1) . \mathbf{x}$ is a three dimensional Euclidean vector for $O(3)$ and Minkowski vector for $O(2,1)$. Further on we introduce the notation

$$
\begin{align*}
k\left(x_{+}, x_{-} y_{+}, y_{-}\right)= & \Theta\left(x_{+}-y_{+}\right) \Theta\left(x_{-}-y_{-}\right) \\
& \times J_{0}\left(m\left[\left(x_{+}-y_{+}\right)\left(x_{-}-y_{-}\right)\right]^{1 / 2}\right) \tag{3.1}
\end{align*}
$$

Using these notations the kernel of the equations,
$\int d^{4} y D_{\text {ret }}(x-y)$ can be written as (after integrating over dummy variables)

$$
\begin{equation*}
\int d^{4} y D_{\mathrm{ret}}(x-y) \sim \int d y_{+} d y_{-} K\left(x_{+}, x_{-} ; y_{+}, y_{-}\right), \tag{3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
K\left(x_{+}, x_{-} ; y_{+}, y_{-}\right) \sim\left(y_{+} / x_{+}\right) k\left(x_{+}, x_{-} ; y_{+}, y_{-}\right), \tag{3.3}
\end{equation*}
$$

for $E$ (2)

$$
\begin{align*}
& K\left(x_{+}, x_{-} ; y_{+}, y_{-}\right) \\
& \quad \sim\left[\left(y_{+}-y_{-}\right) /\left(x_{+}-x_{-}\right)\right] \Theta\left(y_{+}-y_{-}\right) \\
& \quad \times\left[k\left(x_{+}, x_{-} ; y_{+}, y_{-}\right)-k\left(x_{+}, x_{-} ; y_{-}, y_{+}\right)\right] \tag{3.4}
\end{align*}
$$

for $O$ (3),

$$
\begin{align*}
& K\left(x_{+}, x_{-} y_{+}, y_{-}\right) \\
& \quad=\left[\left(y_{+}+y_{-}\right) /\left(x_{+}+x_{-}\right)\right] k\left(x_{+}, x_{-} y_{+}, y_{-}\right) \tag{3.5}
\end{align*}
$$

for $O(2,1)$.
Expressions for the kernel $\int d^{4} y D_{\text {adv }}(x-y)$ are obtained by the substitution $x_{+} \leftrightarrow y_{+}, x_{-} \leftrightarrow y_{-}$.

The similarity of the equations for the symmetry groups in consideration allows us to concentrate on one of these symmetries only. The proof of nonexistence of solutions can be readily extended to the other symmetry groups as well.

Let us take as the illustration of our method the case of $E(2)$ invariance. First we shall prove that $\psi(x) \equiv \bar{\psi}(x)$. Equation (1.8) for $x \in T^{-}$reads as (we substitute $x_{i} \rightarrow-x_{i}, y_{i}$ $\rightarrow-y_{i}$ )

$$
\begin{align*}
\Delta \psi\left(x_{+}, x_{-}\right)= & \int_{x_{+}}^{\infty} d y_{+} \int_{x_{-}}^{\infty} d y_{-}\left(y_{+} / x_{+}\right) \\
& \times J_{0}\left(m\left[\left(y_{+}-x_{+}\right)\left(y_{-}-x_{-}\right)\right]^{1 / 2}\right. \\
& \times W(\psi, \bar{\psi}) \Delta \psi\left(y_{+}, y_{-}\right) \tag{3.6}
\end{align*}
$$

where $\Delta \psi=\psi-\bar{\psi}$ and $W(\psi, \bar{\psi})=[V(\psi)-V(\bar{\psi})] /[\psi-\bar{\psi}]$.
We know that $\psi, \bar{\psi}$ and $\Delta \psi$ have the following asymptotic behavior for $x_{+}, x_{-\infty}$ [Eq. (A7)]

$$
\begin{equation*}
\Delta \psi \sim C_{1}(r) \sin m x / x^{3 / 2}+C_{2}(r) \cos m x / x^{3 / 2} \tag{3.7}
\end{equation*}
$$

where $r=x_{+} / x_{-}$and $C_{i}(r)$ are polynomially bounded. Any function $\Delta \psi$ that satisfies (1.6) and decreases faster than the expression given in (3.7) must be identically zero.

Since $W(\psi, \bar{\psi})=\left(\psi^{n-2}+\bar{\psi}^{n-2}\right)=O(\psi+\bar{\psi})$ a typical term on the right hand side of Eq. (3.6) gives the following contribution at large values of $x_{+}=x_{-}=x$ [we set $y_{+}$

$$
\begin{align*}
& \left.=x\left(1+\eta_{+}^{2}\right), y_{-}=x\left(1+\eta_{-}^{2}\right)\right] \\
& \Delta \psi(x, x) \sim x^{-1} \int_{0}^{\infty} d \eta_{+} \eta_{+} \int_{0}^{\infty} d \eta_{-} \eta_{-}\left(1+\eta_{+}^{2}\right)^{-1 / 2} \\
& \quad \times\left(1+\eta_{-}^{2}\right)^{-3 / 2} P\left(m x\left[\left(1+\eta_{+}^{2}\right)\left(1+\eta_{-}^{2}\right)\right]^{1 / 2}\right) \\
& \quad \times C\left(\left(1+\eta_{+}^{2}\right) /\left(1+\eta_{-}^{2}\right)\right), \tag{3.8}
\end{align*}
$$

where $P$ is a periodic function (maybe a constant) of its argument and $C(z)$ is such a function that the integrals over $\eta_{+}$ and $\eta_{-}$are finite.

Only small values of $\eta_{+}$and $\eta_{-}$contribute to the integral on the right hand side of Eq. (3.8) if $P$ is definitely not a constant. We obtain [say $P(z)=\sin z$ ]

$$
\begin{aligned}
\Delta \psi(x, x) \sim & x^{-1} \int_{0}^{\infty} d \eta_{+} \eta_{+} \int_{0}^{\infty} d \eta_{-} \eta_{-} J_{0}\left(m x \eta_{+} \eta_{-}\right) \\
& \times \sin \left(m x+m x \eta_{+}^{2} / 2+m x \eta_{-}^{2} / 2\right) C(1) \\
= & x^{-3} \int_{0}^{\infty} d \eta_{+} \eta_{+} \int_{0}^{\infty} d \eta_{-} \eta_{-} J_{0}\left(m \eta_{+} \eta_{-}\right) \\
& \times \sin \left(m x+m \eta_{+}^{2} / 2+m \eta_{-}^{2} / 2\right) C(1) \\
= & a \sin (m x) / x^{3}+b \cos (m x) / x^{3}
\end{aligned}
$$

contradicting our previous remark concerning the behavior of $\Delta \psi$ for large $x$.

If $P$ is a constant then we use the standard trick of writing

$$
J_{0}\left(z \eta_{+}\right)=\int_{0}^{\infty} d \varphi \sin \left(z \eta_{+} \cosh \varphi\right)
$$

then we extend the integral over $\eta_{+}$to $-\infty<\eta_{+}<\infty$ and deform the contour of integration to pick up the singularity of the integration over $\eta_{+}$at $\eta_{+}=-i$.

One obtains the following expression for the right hand side of Eq. (3.8)

$$
\begin{align*}
\Delta \psi(x, x) \sim & x^{-1} \int_{1}^{\infty} d \rho \rho \int_{0}^{\infty} d \eta \\
& \times f\left(\rho, 1+\eta_{-}^{2}\right) K_{0}\left(m x \eta_{-} \rho\right) \\
\sim & x^{-3} \int_{1}^{\infty} d \rho \rho \int_{0}^{\infty} d \eta \eta f(\rho, 1) K_{0}(m \eta \rho) \tag{3.9}
\end{align*}
$$

where we substituted $\rho=i \eta_{+}$. If the singularity of $C\left(\left(1+\eta_{+}^{2}\right) /\left(1+\eta_{-}^{2}\right)\right)\left(1+\eta_{+}^{2}\right)^{-1 / 2}$ at $\eta_{+}=-i$ is such that the integral on the right hand side of Eq. (3.9) does not converge at $\rho=1$, then the choice of the contour of the integral over variable $\eta_{+}$is slightly different: It does not go through the point $\eta_{+}=-i$, but still at every point $\operatorname{Im} \eta_{+}$ $>\epsilon>0$. The behavior of $\psi\left(x_{+}, x_{-}\right)$at large $x$ would still be $\psi(x) \sim x^{-3}$. Consequently, $\psi(x)=\bar{\psi}(x)$ if $x \in T^{-}$.

Using the result $\psi(x)=\bar{\psi}(x)$ for $x \in T^{-}$we can write down integral equation (1.8) for $x \in S^{-}$, and we get automatically $y \in S^{-}$. Introducing variable $x=\left(x_{+} x_{-}\right)^{1 / 2}$, $s=x_{+} / x_{-},\left(y_{+} y_{-}\right)^{1 / 2}=u x, y_{+} / y_{-}=\rho s$ we obtain

$$
\begin{align*}
& \Delta \psi(x, s) \sim x^{2} \\
& {\left[\int_{1}^{\infty} d u u^{2} \int_{u}^{\infty} d \rho+\int_{0}^{1} d u u^{2} \int_{1 / u}^{\infty} d \rho\right] } \\
& \cdot J_{0}\left(m\left[u\left(\rho+\rho^{-1}\right)-1-u^{2}\right]^{1 / 2}\right)  \tag{3.10}\\
& \times W(\psi, \bar{\psi}) \Delta \psi(x u, s \rho) .
\end{align*}
$$

Since $s$ appears only in the argument of functions $\psi$ and $\bar{\psi}$ on the right hand side of Eq. (3.10) we immediately realize that a consistent solution of this equation is possible only if $\bar{\psi} \sim \psi \sim$ const for $s \rightarrow \infty$, while $\psi-\bar{\psi}=\Delta \psi \sim S^{-\alpha}$, where the value of $\alpha$ should be calculated from the substitution of the trial function, $\Delta \psi=\eta(x) s^{-\rho}$ into Eq. (3.10). On the other hand, if $\psi(x, s) \rightarrow \psi(x)$ (independent of $s)$ for large $s$, then the integral equation reduces to the $O(3,1)$ invariant equation, and we know that no $O(3,1)$ invariant solutions exist because the condition of continuity can not be satisfied at $x^{2}=0$.

The proof of nonexistence of solutions in $S^{+}$is identical with the proof for $x \in S^{-}$provided $x^{+}$and $y^{+}$are exchanged with $x^{-}$and $y^{-}$.

Finally, if $\Delta \psi=0$ for $x \in T^{-}, S$ then Eq. (1.8) reads for $x \in T^{+}$as follows:

$$
\begin{align*}
\Delta \psi\left(x_{+}, x_{-}\right)= & \int_{0}^{x} d y_{+} \int_{0}^{x} d y_{-}\left(y_{+} / x_{+}\right) \\
& \times k W(\psi, \bar{\psi}) \Delta \psi\left(y_{+}, y_{-}\right) \tag{3.11}
\end{align*}
$$

It is possible to set $k=1$ for small enough $x_{+}$and $x_{-}$. The asymptotic behavior of $\psi$ for small $x_{+}$and $x_{-}$is either $x_{+}^{-1}$ $x^{m}$ or $x^{m}$ or $\left(x_{+} x_{-}\right)^{-1 /(N-1)}$; in either case the $x_{+}$and $x_{\text {_ }}$ dependences factorize for sufficiently small $x$ _ [See Eqs. (A4) and (A8)]. A similar statement is valid for $\Delta \psi$ as well. Consequently, we have the equation

$$
\begin{equation*}
\Delta \psi\left(x_{-}\right)=C \int_{0}^{x} d y_{-} W(\psi, \bar{\psi}) \Delta \psi\left(y_{-}\right) \tag{3.12}
\end{equation*}
$$

that implies $\Delta \psi\left(x_{-}\right) \rightarrow 0$ for $x_{-} \rightarrow 0$. On the other hand $\Delta \psi(x)$ satisfies a differential equation $\Delta \psi=C W \Delta \psi$ the solution of which is finite and nonzero at $x_{-}$if $W(\psi, \bar{\psi})$ is bounded and infinite if $W(\psi, \bar{\psi})$ is unbounded, implying that Eqs. (3.12) and (3.11) have only trivial solutions.

Having proven $\psi(x)=\bar{\psi}(x)$ one may turn to Eq. (1.7) and consider regions $T^{+}, S^{+}, S^{-}$, and $T^{-}$, each after the other. Thus, one obtains equations analogous to (3.6), (3.10), and (3.11) except of the substitutions $\Delta \psi \rightarrow \psi, W(\psi, \bar{\psi}) \Delta \psi$ $\rightarrow V(\psi)$. The absence of nontrivial solutions can be shown by methods quite analogous to the ones used to analyze the solutions of the original equations.

The methods we applied to prove the nonexistence of solutions of Eq. (1.8) and (1.7) in regions $S^{+}, S^{-}, T^{+}$, and $T$ would not apply to region $S^{0}$ for $O(2,1)$ invariant solutions. Let us take, however, $x \in S^{+}$and $y \in S^{0}$, then we obtain (we choose $x_{0}=|\mathbf{x}|,|\mathbf{x}| \equiv \mathbf{x}_{\|}$)

$$
\begin{equation*}
\int D_{\mathrm{ret}}(x-y) d^{4} y-\int_{0}^{\infty} d y_{\|}\left(y_{\|} / x_{\|}\right) d y_{3} \int_{0}^{\infty} d u D(u) \tag{3.13}
\end{equation*}
$$

where $u=-2 x_{\|} y_{\|} \sinh \alpha+x_{\|}^{2}-y_{\|}^{2}-\left(x_{3}-y_{3}\right)^{2}$ and $D(z)$ was defined by Eq. (1.9). It is easy to show that

$$
\int_{0}^{\infty} d u D(u)=0
$$

consequently the regions $S^{+}$(similarly $T^{+}$) and $S^{0}$ decouple. Thus, we can prove that $O(2,1)$ invariant solution $\psi(x)$ has to disappear for $x \in T^{+}, T^{-}, S^{+}, S^{-}$. The Fourier transform of a function $\psi(x)$ that differs from zero only if $x \in S^{0}$ cannot, however, have a pole at $p^{2}=m^{2}$ unless it increases exponentially for $x \rightarrow \infty$. Such a behavior is clearly not admissible by the integral equation for $x \in S^{0}$. In other words, Eq. (1.5) has no $O(2,1)$ invariant secton solutions, solutions that contribute to inclusive cross sections. One can also remark that a solution differing from zero only if $x \in S^{0}$ does not satisfy the condition of continuity at $x_{\|}^{2} \equiv x_{0}^{2}-x_{1}^{2}$ $-x_{2}^{0}=0$, as discussed in the Appendix and as such it is not a global solution.

Finally, we shall discuss solutions having singularities at locations other than $\lambda=0$. Such solutions, (or rather $\Delta \psi$ ) also disappear at large $x^{2}$, for $x \in T^{-}$. A solution of (1.6), which is zero for $x>c, c \neq 0$ cannot be different from zero for $x<c$, however, since its behavior at $x \leqslant c$ could only be
$\psi \sim c-x$ or $\psi \sim$ constant and such a behavior does not provide a global solution of Eq. (1.6) (see the last part of the Appendix). Consequently, the solution is zero everywhere. The proof outlined above loses its validity if the singularity, at a point other than $x=0$, is a consequence of a translation $x_{\mu} \rightarrow x_{\mu}+c_{\mu}$, but this case trivially reduces to the problem in which there are singularities at $x=0$ only, after the inverse translation.

## IV. CONCLUSIONS

The nonexistence of solutions of integral equation (1.5) was proven in the previous two sections except for possible solutions of $O(1,1) \times O(2)$ [or $O(1,1)]$ symmetry. The proof was based on the recognition of the simple fact that the integral equation reduces to a Volterra equation in all regions and symmetry groups, except of region $S$ or $S^{0}$ for $O(3,1)$ or $O(2,1)$ and $O(1,1) \times O(2)$ symmetries. The part of the proof concerning regions $S^{+}$and $S^{-}$relies on the fact that no $O(3,1)$ invariant solutions exist.
$O(2,1)$ invariant solutions were eliminated by noticing the decoupling of region $S^{0}$ from other regions in the kernel of the integral equation.

Finally, we proved that $O(3,1)$ invariant solutions do not exist for two reasons:
(1) The coefficients of the inhomogeneous terms in Eq. (2.1)-(2.3) $a_{0}, a_{+}$and $a_{-}$have to disappear, otherwise $\psi^{0}(x)$ is too singular for the convergence of some integrals (this circumstance excludes the solution, singular at $x=0$, $\psi(x) \sim x^{-2}$;
(ii) The continuity of the solution at $x^{2}=0$ eliminates the regular solution $[\psi(x) \sim$ const for $x \rightarrow 0]$ as well.

We shall point out below that our arguments used to eliminate solutions of other symmetries are not applicable to the case of $O(1,1) \otimes O(2)$ symmetry.

One can follow the methods applied in Sec. III to prove the relation $\psi(x)=\bar{\psi}(x)$ if $x \in T^{-}, S^{-}$for $O(1,1) \otimes O(2)$ symmetry as well. On the other hand, the kernel of the equation is not Volterra if $x, y \in S^{0}$, since we have

$$
\begin{align*}
& \int d^{4} y D_{\text {ret }}(x-y) \\
&= \int d y_{\|}^{2} \int d y_{1}^{2} K\left(x_{\|}, x_{1} ; y_{\|}, y_{\perp}\right) \sim \int d y_{\|}^{2} \int d y_{1}^{2} \int_{0}^{\infty} d \alpha \\
& \times \int_{-\pi}^{\pi} d \vartheta D\left(-x_{\|}^{2}-y_{\|}^{2}+2 x_{\|} y_{\|} \cosh \alpha\right. \\
&\left.-x_{1}^{2}-y_{1}^{2}+2 x_{1} y_{\perp} \cos \vartheta\right) \tag{4.1}
\end{align*}
$$

and no matter how we choose $x_{\|}, x_{1}, y_{\|}$and $y_{\perp}$ we can find $\alpha$ and $\vartheta$ such that argument of $D(z)$ [see Eq. (1.9)], $z>0$ and we have a nonzero contribution. Unfortunately, we could not express kernel $K$ in terms of known special functions (except for the case $m=0$, when $K$ can be expressed by elliptic functions).

The argument used to eliminate $O(2,1)$ invariant solutions does not apply here, since the kernel of the equation for $x \in S^{+}, y \in S^{0}$ has the form
$\int d^{4} y D_{\mathrm{ret}}(x-y)$

$$
\begin{align*}
= & \int d y_{\|}^{2} \int d y_{\perp}^{2} K\left(x_{\|}, x_{1} ; y_{\|}, y_{1}\right) \\
\sim & \int d y_{\|}^{2} \int d y_{\perp}^{2} \int_{-\infty}^{\infty} d \alpha \int_{-\pi}^{\pi} d \vartheta D\left(x_{\|}^{2}-y_{\|}^{2}\right. \\
& \left.-2 x_{\|} y_{\|} \sinh \alpha-y_{\perp}^{2}-x_{1}^{2}+2 x_{\perp} y_{1} \cos \vartheta\right) \tag{4.2}
\end{align*}
$$

and the integrals over $\alpha$ and $\vartheta$ give a nonzero result.
Further on we can show that the arguments used to eliminate $O(3,1)$ invariant solutions cannot be used to prove the nonexistence of $O(1,1) \otimes O(2)$ invariant solutions.
(i): The inhomogeneity, analogous to the term $a_{0} K_{1}(m x) / x$ in Eq. (2.2) is much less singular; it behaves like $\log x_{\|}$for $x_{1}, x_{\|} \rightarrow 0$. Consequently, even if the inhomogeneity is nonzero, $\psi(x)$ is not too singular to make all of the appearing integrals convergent;
(ii) $\mathrm{An} O(1,1) \otimes O(2)$ invariant solution of Eq. (1.6) can have a finite jump at $x_{\|}^{2}=0$, so $\Delta \psi=0$ for $x \in T^{-}, S^{-}$and $\Delta \psi \neq 0, \Delta \psi \rightarrow$ const for $x_{\|}^{2} \rightarrow 0, x \in S^{0}$ is an admissible global solution of Eq. (1.6). This phenomenon is restricted to solutions with a symmetry group, the noncompact part of which is $O(1,1)$ (see Appendix).

The question of existence of $O(1,1) \otimes O(2)$ invariant solutions of Eq. (1.5) will be investigated in future publications.

Finally, we shall make some remarks concerning the relation of secton solutions on one hand and soliton or instanton solutions on the other. The most crucial difference between secton and soliton solutions lies in the fact that only secton solutions possess mass shell singularities (except possibly of the mass $=0$ case). The Fourier transform of a soliton solution contains a factor $\delta\left(p_{0}\right)$, so that $p_{0}^{2}=\mathbf{p}^{2}+m^{2}$ cannot be satisfied. Instanton solutions satisfy Eq. (1.5) in region $S$ (or $S^{9}$ ) provided $\psi(x)=\bar{\psi}(x)$, but they do not provide a global solution of the integral equation. As we learned, they cannot even be extended to global solutions except maybe in the case $O(1,1) \otimes O(2)$. The reason of the difference of secton and instanton solutions is that the latter satisfy an integral equation obtained from (1.5) if the terms with $D_{+}(x-y)$ functions are omitted.

Thus, one obtains an integral equation the kernel of which if an analytic function of $x_{0}$ and one can continue to Euclidean metric. The $D_{+}$functions are not analytic, however, and when solving Eq. (1.5) one has to stay in Minkowski space, find and match solutions for time and spacelike coordinates as well.
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## APPENDIX

In this Appendix we shall investigate the asymptotic behavior of solutions of Eq. (1.6) near the singular points.

## A. $O(3,1)$ invariant solutions

Equation (1.6) reads for $O(3,1)$ invariant solutions as follows ( $x^{2}=x_{0}^{2}-x_{1}^{2}-x_{2}^{2}-x_{3}^{2}, x^{2}>0$ )

$$
\begin{equation*}
\left[d^{2} / d x^{2}+(3 / x) d / d x+m^{2}\right] \psi(x)=-V(\psi(x)) \tag{A1}
\end{equation*}
$$

The possible asymptotic behavior of the solutions of Eq. (A1) for $x \rightarrow \infty$ depend on the behavior of $V(\psi)$ for $\psi \rightarrow 0$. We shall assume that $V(\psi) \sim g \psi^{n-1}$ for $\psi \rightarrow 0$, where $n>2+\epsilon$, $\epsilon>0$. Then the general solution of Eq. (A1) is dominated by the general solution of the corresponding linear equation for $x \rightarrow \infty$, namely

$$
\begin{equation*}
\psi(x) \sim c_{1} Y_{1}(m x) / x+c_{2} J_{1}(m x) / x \tag{A2}
\end{equation*}
$$

The special solution $\psi(x) \rightarrow C$ for $x \rightarrow \infty$, where $m^{2} C$
$+V(c)=0$ does not satisfy Eq. (2.1) and leads to infinite action. $\psi(x)$, as given by Eq. (A2) satisfies the constraint

$$
\begin{equation*}
\left|x^{3 / 2} \psi(x)\right|<N \quad \text { if } x \geqslant \epsilon>0 . \tag{A3}
\end{equation*}
$$

The behavior of $\psi(x)$ near $x=0$ is either dominated by the solution of the linear part of Eq. (A1), in which case $\psi(x) \sim d_{1} x^{-2}+d_{2}$ for $x \rightarrow 0$, or one may have a special solution that satisfies the nonlinear equation only

$$
\begin{equation*}
\psi(x) \sim x^{-2 /(N-2)} \tag{A4}
\end{equation*}
$$

The $\psi(x) \sim x^{-2}$ behavior is possible only if $N<3$.
Finally, we shall examine the behavior of $\psi(x)$ near $x^{2}$ $\equiv \lambda=0$, provided $\psi$ is bounded. We can introduce variable $\lambda$ instead of $x$ in Eq. (A1) to obtain

$$
\begin{equation*}
\left(4 \lambda d^{2} / d \lambda^{2}+8 d / d \lambda+m^{2}\right) \psi(\lambda)=-V(\psi(\lambda)) \tag{A5}
\end{equation*}
$$

$\psi(\lambda)$ has to be continuous at $\lambda=0$. Suppose $\psi(\lambda)$ contains a term proportional to $\theta(\lambda) f(\lambda)$, then one obtains the following term on the left hand side of Eq. (A5)

$$
4 \lambda \delta^{\prime}(\lambda) f(\lambda)+8 \delta(\lambda) f(\lambda)=4 \delta(\lambda) f(0)
$$

and consequently we do not have a global solution of Eq. (A5).

## B. $E(2)$ invariant solutions

Let us introduce the variables $x_{+}=x_{0}+x_{3}, x_{-}=x^{2} /$ $x_{+}$and $r^{2}=x_{-} / x_{+}=x^{2} / x^{2}$. Equation (1.6) has the following form for an $E(2)$ invariant solution in terms of the variables introduced above:

$$
\begin{align*}
& \left\{\partial^{2} / \partial x^{2}+(3 / x) \partial / \partial x-\left[r^{2} \partial^{2} / \partial r^{2}+3 r \partial / \partial r\right] / x^{2}+m^{2}\right\} \\
& \quad \times \psi(x, r)=-V(\psi(x, r)) \tag{A6}
\end{align*}
$$

It is obvious that at fixed $x, r \rightarrow \infty, N>2, \psi(x, r) \rightarrow 0$ or $\psi(x, r) \rightarrow \chi(x)$, independent of $r$, otherwise the right-hand side of Eq. (A6) could not be compensated by the left-hand side. On the other-hand solution of the linear part of the equation has to dominate the asymptotic behavior of the solution for $x \rightarrow \infty$, just like in the $O(3,1)$ invariant case. The general solution of the linear part of the equation is

$$
\begin{align*}
\psi(x, r) \sim & Y_{t}(m x) x^{-1}\left(c_{1} r^{-1-t}+c_{2} r^{-1+t}\right) \\
& +J_{t}(m x) x^{-1}\left(d_{1} r^{-1-t}+d_{2} r^{-1+t}\right) \\
\sim & C_{1}(r) x^{-3 / 2} \sin (m x)+C_{2}(r) x^{-3 / 2} \cos (m x) \tag{A7}
\end{align*}
$$

with $t$ arbitrary.
The behavior of $\psi(x, r)$ for $x \rightarrow 0$ is either controlled by
the solution of the linear part of Eq. (1.6) in which case [see Eq. (A7)]

$$
\begin{align*}
\psi(x, r) & \sim c_{1}(x r)^{t}+c_{2}(x r)^{-1}(x / r)^{t} \\
& =c_{1} x_{+}^{t}+c_{2} x_{+}^{-1} x^{t} \tag{A8}
\end{align*}
$$

(the condition of dominance of the linear part sets some obvious constraints on Ret), or it is controlled by the interplay of the nonlinear and linear parts, in which case the solution becomes $O(3,1)$ invariant for $x \rightarrow 0$ and its behavior is given by Eq. (A4).

## C. Other symmetries

Equation (1.6) takes the following form for an $O(k, 1) \otimes O(3-k)$ invariant solution $(k=0,1,2)$

$$
\begin{gather*}
\left\{\partial^{2} / \partial x_{\|}^{2}+\left(k / x_{\|}\right) \partial / \partial x_{\|}-\partial^{2} / \partial x_{1}^{2}-\left[(2-k) / x_{1}\right] \partial / \partial x_{\perp}\right. \\
\left.\quad+m^{2}\right\} \psi\left(x_{\|}, x_{1}\right)=-V\left(\psi\left(x_{\|}, x_{1}\right)\right) \tag{A9}
\end{gather*}
$$

where $x_{\| \mid}$is the norm of the $O(k, 1)$ vector, and $x_{1}$ is that of the $O(3-k)$ vector.

We shall not discuss the asymptotic behavior of $\psi\left(x_{\|}, x_{1}\right)$ at the singular points in details, the discussion and results are substantially similar to those in the $E$ (2) invariant case.

The only question we wish to examine is the behavior of the solutions near $\lambda \equiv x_{\|}^{2}=0$. Equation (A9) in terms of variables $\lambda$ and $x_{\|}$reads as follows:

$$
\begin{gather*}
\left\{4 \lambda \partial^{2} / \partial \lambda^{2}+(2 k+2) \partial / \partial \lambda-\partial^{2} / \partial x_{1}^{2}-\left[(2-k) / x_{1}\right] \partial / \partial x_{\perp}\right. \\
\left.\quad+m^{2}\right\} \psi\left(\lambda, x_{1}\right)=-V\left(\psi\left(\lambda, x_{1}\right)\right) . \tag{A10}
\end{gather*}
$$

Suppose that $\psi\left(\lambda, x_{1}\right)$ has a finite jump at $\lambda=0$, i.e., $\psi\left(\lambda, x_{1}\right)$ contains a term $\theta(\lambda) f\left(\lambda, x_{1}\right)$, with $f\left(\lambda, x_{1}\right)$ finite and nonzero at $\lambda=0$. We obtain the following contribution on the lefthand side of Eq. (A10)

$$
\begin{align*}
& {\left[4 \lambda \partial^{2} / \partial \lambda^{2}+(2 k+2) \partial / \partial \lambda\right] \theta(\lambda) f\left(\lambda, x_{1}\right) } \\
& \sim 4 \lambda \delta^{\prime}(\lambda) f\left(\lambda, x_{1}\right)+8 \lambda \delta(\lambda) f^{\prime}\left(\lambda, x_{1}\right)+(2 k+2) \delta(\lambda) \\
& \quad \times f\left(\lambda, x_{1}\right) \\
& \sim(2 k-2) \delta(\lambda) f\left(0, x_{1}\right) . \tag{A11}
\end{align*}
$$

It is obvious that the finite jump is admissible only for $k=1$, or with other words for an $O(1,1) \otimes O(2)$ invariant solution.

## D. Singularities at points $x^{2} \neq 0$

The field equation for $E$ (2) invariant solutions can be written as follows:

$$
\begin{align*}
& {\left[4 \lambda \partial^{2} / \partial \lambda^{2}+8 \partial / \partial \lambda+4 x_{+} \partial^{2} / \partial x_{+} \partial \lambda\right] \psi\left(x_{+}, \lambda\right)} \\
& \quad=-V\left(\psi\left(x_{+}, \lambda\right)\right) \tag{A12}
\end{align*}
$$

where $\lambda=x^{2}, x_{+}=x_{0}+x_{3}$. Suppose $\psi=0$ for $\lambda>c$. Then the behavior of $\psi\left(\lambda, x_{+}\right)$near $\lambda=c$ is governed by the term $\left(4 \lambda \partial^{2} / \partial \lambda^{2}\right) \psi$ of the equation, unless $c=c^{\prime} x_{+}$, in which case the term $\left(4 x_{+} \partial^{2} / \partial x_{+} \partial \lambda\right) \psi$ is equally important. Disregarding the last case, in which a linear transformation translates the singularity to $\lambda=0$, with an unchanged field equation, the behavior of $\psi\left(\lambda, x_{+}\right)$near $\lambda=c$ could only be $\psi \sim \theta(c-x)$ or $\psi \sim \theta(c-x)(c-x)$, generating terms of the type $\delta^{\prime}(c-x)$ and $\delta(c-x)$, respectively, on the left hand side of Eq. (A12).
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We discuss the potential scattering into a cone $C$ in position space of a beam of particles with localized momenta distributed over a set $K$, and the derivation from time-dependent scattering theory of the formula
$\int_{K} d \tilde{k} \int_{C} d \Omega \tilde{\sigma_{k}}(\Omega)$
[where $\sigma_{k}(\Omega)$ is the scattering cross section] as a measure of the probability of this scattering. We make use in our discussion of a result of Dollard giving the probability of scattering into a cone for a single wavepacket.

## 1. INTRODUCTION

In the time-independent approach to scattering theory one begins with the time-independent Schrödinger equation

$$
\begin{equation*}
\left(\Delta+k^{2}\right) \psi(\tilde{x})=V(\tilde{x}) \psi(\tilde{x}) \tag{1.1}
\end{equation*}
$$

where $V(\tilde{x})$ is, say, a potential which tends to 0 as $|\tilde{x}| \rightarrow \infty$, and one looks for solutions having the asymptotic form

$$
\begin{equation*}
\psi_{\hat{k}}(\tilde{x}) \sim e^{i k \cdot \tilde{x}}+f_{\hat{k}}(\Omega) \frac{e^{i k r}}{r} \tag{1.2}
\end{equation*}
$$

as $r=|\tilde{x}| \rightarrow \infty$. The solution $\psi_{k}(\tilde{x})$ is supposed to be related to a scattering process in which an incoming plane wave, $e^{i k \cdot \tilde{x}}$, interacts with the potential, resulting in another plane wave with the same momentum (corresponding to part of the original plane wave which is not scattered) and an outgoing cloud of scattered particles [represented by the second term in (1.2)]. The quantity $f_{\vec{k}}(\Omega)$ is called the scattering amplitude, and the quantity,

$$
\begin{equation*}
\sigma_{\tilde{k}}(\Omega) d \Omega=\left|f_{\hat{k}}(\Omega)\right|^{2} d \Omega \tag{1.3}
\end{equation*}
$$

is the (differential) scattering cross section and is supposed to describe the number of particles scattered per unit time into the solid angle $d \Omega$, divided by the flux of the incident particles. Various interesting quantities are then expressible in terms of the cross section $\sigma_{\bar{k}}^{-}(\Omega)$. For example the authors of Ref. 1, using both rigorous mathematical arguments of time-dependent scattering theory and some plausibility arguments, arrive at essentially the following result. Suppose we consider a "beam of particles" with momentum uniformly distributed in some subset $K$ of momentum space which is scattered by the (radially symmetric) potential $V$. Then the probability of scattering into a cone $C$ in position space is proportional to

$$
\begin{equation*}
\int_{K} d \tilde{k} \int_{C} d \Omega \sigma_{\hat{k}}(\Omega) \tag{1.4}
\end{equation*}
$$

at least if one "ignores the forward scattering." A similar result appears in Refs. 2 and 3.

Of course one would like to rigorously derive such results using the apparatus of time-dependent scattering theory; in carrying out such a program one would deal with normalizable wavefunctions and study their time evolution as they interact with the potential. This is not to say that
plane waves or solutions of the Schrödinger equation of the form (1.2) should not be utilized; these are useful mathematical objects which appear in the discussion of the questions we have mentioned above, and it is only their interpretation as "particles" or "beams of particles" that should be eliminated.

In the present article we will derive a result related to (1.4), from the time-dependent theory. Our starting point will be the following result of Dollard ${ }^{4}$ : given an initial state $u$ of a particle, the probability $P(u, c)$ that at large positive times the particle will be found in the cone $C$ (i.e., the probability that the particle scatters into $C$ ) is given by

$$
\begin{equation*}
P(u, c)=\int_{C} d \tilde{k}^{\prime}\left|\widehat{\operatorname{Su}}\left(\tilde{k^{\prime}}\right)\right|^{2} \tag{1.5}
\end{equation*}
$$

(where appropriate assumptions on the potential $V$ are made to insure that the $S$ operator exists, and $\widehat{\mathrm{Su}}$ is the Fourier transform of Su ). One might then try to recover the formula (1.4) by taking for $u$ in (1.5),

$$
\begin{equation*}
u(\tilde{x})=\mathrm{const} \int_{K} e^{i \tilde{k} \cdot \tilde{x}} d \tilde{k} \tag{1.6}
\end{equation*}
$$

and expressing $S$ in terms of the scattering amplitude $f_{k}(\Omega)$. However, this does not lead to (1.4); the problem is that although (1.6) does represent a particle with momentum uniformly distributed over $K$, it is not the only such wavefunction with such an interpretation. One could just as well take

$$
\begin{equation*}
u(\tilde{x})=\mathrm{const} \int_{K} e^{i \tilde{k} \cdot \tilde{x}} e^{i \phi(\tilde{k})} d \tilde{k} \tag{1.7}
\end{equation*}
$$

and to obtain anything like (1.4) it seems necessary to take the $u$ in (1.5) to have the form (1.7) and then average over the phase $\phi(\tilde{k})$ in some way. Since the possible phase functions form an infinite dimensional space, the nature of such an averaging process is somewhat problematical. The usual solution to this problem (e.g., Rev. 5, has been to consider only those $\phi(\tilde{k})$ of the form

$$
\phi(\tilde{k})=\tilde{\xi} \cdot \tilde{k}, \quad \tilde{\xi} \cdot \tilde{k_{0}}=0
$$

where $\tilde{\xi}$ is a vector in $\mathbb{R}^{3}$ and $\tilde{k_{0}}$ is some fixed vector in $K$. Then the average over phases amounts to a two-dimensional integration over the plane perpendicular to $\tilde{k}_{0}$. As might be expected, this leads to an answer which depends in general
on $\tilde{k}_{0}$. The dependence on $\tilde{k}_{0}$ disappears if we let $K$ shrink down to the point $\tilde{k}_{0}$, but then the original idea of a beam of particles with momentum distributed over $K$ also disappears. The main problem here seems to be that wavefunctions such as (1.7) represent a single particle, not a beam of particles. We will overcome this difficulty by actually considering a many-particle wavefunction in our calculation.
We will also take into account the possibility of forward scattering and will derive a result which reduces to (1.4) in the region where forward scattering does not occur (i.e., when $K$ and $C$ are disjoint).

## 2. SOME TECHNICAL PRELIMINARIES

In this section we will discuss several results concerning the existence of the scattering operator and solutions of the Schrödinger equation of type (1.2), and the relationship between these objects, which holds for certain classes of potentials $V(\tilde{x})$ defined on three-dimensional space $\mathbb{R}^{3}$. For the sake of simplicity we will not describe the most general potentials for which these results are known; we refer to Ref. 6 for further results.

In order to use the result of Dollard mentioned in the Introduction we shall need existence of the scattering operator. It is known' that for $V(\tilde{x}) \in L^{2}\left(\mathbb{R}^{3}\right) \cap L^{1}\left(\mathbb{R}^{3}\right)$ the Moller wave operators,

$$
\begin{equation*}
\Omega^{ \pm}=\underset{t+ \pm \infty}{\mathrm{s}-\lim _{t+\infty}} e^{i t H^{-i t H_{n}}} \tag{2.1}
\end{equation*}
$$

exists on $L^{2}\left(\mathbb{R}^{3}\right)$. Here

$$
\begin{align*}
& H_{0}=-\Delta=-\left(\frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}+\frac{\partial^{2}}{\partial x_{3}^{2}}\right)  \tag{2.2}\\
& H=H_{0}+V
\end{align*}
$$

Furthermore, the $S$ operator,

$$
\begin{equation*}
S=\left(\Omega^{+}\right)^{*} \Omega^{-} \tag{2.3}
\end{equation*}
$$

is unitary.
We next discuss solutions of the integral equation,
$\psi_{\hat{k}}(\tilde{x})=e^{i \cdot \cdot \tilde{x}}-\frac{1}{4 \pi} \int d \tilde{y} \frac{e^{i k i \tilde{x}-\tilde{y} \mid}}{|\tilde{x}-\tilde{y}|} V(\tilde{y}) \psi_{\tilde{k}}(\tilde{y}) ; \quad k=|\tilde{k}|$,
which is formally equivalent to (1.1) together with the requirement that the solution behave asymptotically like a plane wave plus an outgoing spherical wave. Ikebe ${ }^{8,9}$ has proved that if $V(\tilde{x})$ is real, locally Hölder continuous except at a finite number of singularities,
$V \in L^{2}\left(\mathbb{R}^{3}\right)$ and $V(\tilde{x})=O\left(|\tilde{x}|^{-3-\epsilon}\right) \epsilon>0$ as $|\tilde{x}| \rightarrow \infty$,
then for $\tilde{k} \neq \tilde{O}$, (2.4) has a solution $\psi_{\tilde{k}}(\tilde{x})$ which is bounded and uniformly continuous in $\tilde{x}$ and $\tilde{k}$ for $\tilde{k}$ ranging over any compact set excluding $\tilde{O}$. Furthermore, $\psi_{\tilde{k}}(\tilde{x})$ has the asymptotic form

$$
\begin{equation*}
\psi_{\hat{k}}(\tilde{x})=e^{i \tilde{k} \cdot \hat{x}}-\frac{1}{4 \pi} \frac{e^{i k|\tilde{x}|}}{|\tilde{x}|} \int d \tilde{y} e^{-i \hat{k}^{\prime} \cdot \hat{y}} V(\tilde{y}) \psi_{\hat{k}}(\tilde{y})+o\left(\frac{1}{|\tilde{x}|}\right) \tag{2.6}
\end{equation*}
$$

$\ddot{k}^{\prime}=k(\tilde{x} /|\tilde{x}|)$,
which is of the form (1.2) if we put

$$
\begin{equation*}
f_{\hat{k}}(\Omega)=-\frac{1}{4 \pi} \int d \tilde{y} e^{-i \hat{k}^{\prime} \cdot \hat{y}} V(\tilde{y}) \psi_{\tilde{k}}(\tilde{y}) \tag{2.7}
\end{equation*}
$$

In (2.7) $\Omega$ denotes the polar angles of $\tilde{k}$ ' with $\tilde{k}$ taken as the polar axis (" $z$ axis"). We will also need to know the relation between the $S$ operator and $f_{k}(\Omega)$ of (2.7). Ikebe ${ }^{9}$ proves that for $u \in L^{2}\left(\mathbb{R}^{3}\right)$ we have

$$
\begin{equation*}
\widehat{\operatorname{Su}}\left(\tilde{k}^{\prime}\right)=\hat{u}\left(\tilde{k}^{\prime}\right)+\frac{1}{\pi} \int d \tilde{k} \hat{u}(\tilde{k}) f_{\hat{k}}(\Omega) \delta\left(k^{2}-k^{\prime 2}\right) \tag{2.8}
\end{equation*}
$$

where ${ }^{\wedge}$ denotes the Fourier transform and $\delta$ is the onedimensional delta distribution.

Remark: Our notation differs slightly from that of Ikebe, e.g., in the choice of constants in the definition of $f_{k}(\Omega)$. Also, Ikebe's form of (2.8) does not contain the $\delta\left(k^{2}-k^{\prime 2}\right)$ which may be removed by an integration.

We now use (2.8) to express the probability $P(u, c)$ in (1.5) in terms of the scattering amplitude $f_{k}(\Omega)$ for a particular $u$ of the form

$$
\begin{equation*}
u(\tilde{x})=(2 \pi)^{-3 / 2}|K|^{-1 / 2} \int_{K} d \tilde{k} e^{i \hat{k} \cdot \tilde{x}}, \tag{2.9}
\end{equation*}
$$

where $K \in \mathbb{R}^{3}$ is a bounded measurable set of volume $|K|$ containing no pair of perpendicular vectors. (The latter condition is one that might reasonably be expected for the set $K$ of momenta of a "beam" of particles.) For each $\tilde{\xi} \in \mathbb{R}^{3}$ and $u$ as in (2.9) we put

$$
\begin{equation*}
u_{\xi}(\tilde{x})=u(\tilde{x}+\tilde{\xi}) \tag{2.10}
\end{equation*}
$$

We have for fixed $\tilde{\xi}$,

$$
\begin{align*}
\operatorname{Su}_{\underline{E}}\left(\tilde{k}^{\prime}\right)= & |\tilde{K}|^{-1 / 2} \chi_{K}\left(\tilde{k}^{\prime}\right) e^{i \tilde{k}^{\prime} \cdot \tilde{\xi}}+\frac{i|K|^{-1 / 2}}{\pi} \\
& \times \int_{K} d \tilde{k} e^{i \tilde{k} \cdot \xi} f_{\tilde{k}}(\Omega) \delta\left(k^{2}-k^{\prime 2}\right) \tag{2.11}
\end{align*}
$$

and so,

$$
\begin{align*}
& P\left(u_{\tilde{\xi}}, C\right) \\
& =\int_{C} d \tilde{k}^{\prime}\left|\operatorname{Su}_{\tilde{\xi}}\left(k^{\prime}\right)\right|^{2} \\
& = \\
& \frac{|K \cap C|}{|K|}-\frac{2}{|K| \pi} \operatorname{Im} \int_{K \cap C} d \tilde{k}^{\prime} \int_{K} d \tilde{k} e^{i\left(\tilde{k}-\tilde{k}^{\prime}\right) \cdot \tilde{\xi}} \\
&  \tag{2.12}\\
& \quad \times f_{\tilde{k}}(\Omega) \delta\left(k^{2}-k^{\prime 2}\right)+\frac{1}{|K| \pi^{2}} \int_{C} d \tilde{k}^{\prime} \iint_{K \times K} d \tilde{k} d \tilde{l} \\
& \\
& \quad \times e^{i(\tilde{k}-\tilde{l}) \cdot \tilde{\xi}} f_{\tilde{k}}(\Omega) f_{\tilde{l}}(\Omega) \delta\left(k^{2}-k^{\prime 2}\right) \delta\left(l^{2}-k^{\prime 2}\right) .
\end{align*}
$$

We now suppose that

$$
\begin{equation*}
K \cap C=\emptyset . \tag{2.13}
\end{equation*}
$$

Let $\tilde{k}_{0} \in K$ be a fixed vector, and let $d \tilde{\xi}$ denote Lebesgue
measure on the plane defined by $\tilde{\xi} \cdot \tilde{k}_{0}=0$. We will calculate $\int_{\xi \cdot k_{n}} d \tilde{\xi} P\left(u_{\xi}, C\right)$; in doing so we will proceed rather formally in manipulations with various $\delta$ distributions; these manipulations are easily justified using standard results on Fourier transforms (see, e.g., the proof of Theorem 1 in Ref. 9). We have

$$
\begin{equation*}
\int_{\tilde{\xi} \cdot \tilde{\mathbf{k}}_{n}=0} d \tilde{\xi} e^{i(\tilde{k}-\tilde{l}) \cdot \tilde{\xi}}=(2 \pi)^{2} \delta^{2}\left(\tilde{k}_{1}-\tilde{l}_{1}\right) \tag{2.14}
\end{equation*}
$$

where $\delta^{2}$ is the two-dimensional $\delta$ distribution and $\tilde{k}_{1}, \tilde{l}_{1}$ denote the components of $\tilde{k}$ and $\tilde{l}$ perpendicular to $\tilde{k_{0}}$. Hence

$$
\begin{align*}
\int_{\tilde{\xi} \cdot \tilde{\mathbf{k}}_{a}=} & d \tilde{\xi} P\left(u_{\xi}, C\right) \\
= & \frac{4}{|K|} \int_{C} d \tilde{k} \cdot \iint_{K \times K} d \tilde{k} d \tilde{l} f_{\tilde{k}}(\Omega) \overline{f_{l}(\Omega)} \delta^{2}\left(\tilde{k}_{1}-\tilde{l}_{1}\right) \\
& \times \delta\left(k^{2}-k^{\prime 2}\right) \delta\left(l^{2}-k^{\prime 2}\right) . \tag{2.1.1}
\end{align*}
$$

We have

$$
\begin{align*}
\delta^{2}\left(\tilde{k}_{\perp}\right. & \left.-\tilde{l}_{\perp}\right) \delta\left(k^{2}-k^{\prime 2}\right) \delta\left(l^{2}-k^{\prime 2}\right) \\
& =\delta^{2}\left(\tilde{k}_{\perp}-\tilde{l}_{1}\right) \delta\left(k^{2}-l^{2}\right) \delta\left(l^{2}-k^{\prime 2}\right) \\
& =\delta^{2}\left(\tilde{k}_{\perp}-\tilde{l}_{\perp}\right) \delta\left(k_{\|}^{2}-l_{\|}^{2}\right) \delta\left(l^{2}-k^{\prime 2}\right) \\
& =\frac{1}{2 k_{\|}} \delta^{2}\left(\tilde{k}_{\perp}-\tilde{l}_{\perp}\right) \delta\left(k_{\|}-l_{\|}\right) \delta\left(l^{2}-k^{\prime 2}\right) \\
& =\frac{1}{2 k_{\|}} \delta(\tilde{k}-\tilde{l}) \delta\left(l^{2}-k^{\prime 2}\right), \tag{2.16}
\end{align*}
$$

where $k_{\|}$and $l_{\|}$denote the magnitudes of the components $\tilde{k}_{\|}$and $\tilde{l}_{\|}$of $\tilde{k}$ and $\tilde{l}$ parallel to $\tilde{k}_{0}$. We have also used the identity

$$
\begin{equation*}
\delta\left(k_{\|}^{2}-l_{\|}^{2}\right)=\frac{1}{2 k_{\|}}\left[\delta\left(k_{\|}-l_{\|}\right)+\left(k_{\|}+l_{\|}\right)\right] \tag{2.17}
\end{equation*}
$$

ane the fact that $K$ contains no pair of perpendicular vectors to set $\delta^{2}\left(\tilde{k}_{1}-\tilde{l}_{1}\right) \delta\left(k_{\|}+l_{\|}\right)=0$. (This term can only be nonzero if $\tilde{k}=\tilde{l} \perp \tilde{k}_{0}$.) Hence,

$$
\begin{align*}
& \int_{\tilde{\xi} \cdot \tilde{\mathbf{k}}_{n}=0} d \tilde{\xi} P\left(u_{\tilde{\xi}}, C\right) \\
& =\frac{2}{|K|} \int_{C} d \tilde{k} ' \iint_{K \times K} d \tilde{k} d \tilde{l} f_{\tilde{k}}(\Omega) \overline{f_{\bar{l}}(\Omega)} \frac{\delta(\tilde{k}-\tilde{l}) \delta\left(l^{2}-k^{\prime 2}\right)}{k_{\|}} \\
& =\frac{2}{|K|} \int_{C} d \tilde{k}, \int_{K} d \tilde{k}\left|f_{\tilde{k}}(\Omega)\right|^{2} \frac{\delta\left(k^{2}-k^{\prime}\right)^{2}}{k_{\|}} \\
& =\frac{2}{|K|} \int_{C} d \tilde{k} \tilde{k}_{K} d \tilde{k}\left|f_{\tilde{k}}(\Omega)\right|^{2} \frac{\delta\left(k-k^{\prime}\right)}{2 k k_{\|}} \\
& =\frac{1}{|K|} \int_{K} d \tilde{k} \frac{k}{k_{\|}} \int_{C} d \Omega \sigma_{\tilde{k}}(\Omega) \tag{2.18}
\end{align*}
$$

We remark that $\int_{\tilde{\xi} \cdot \mathbf{k}=0} d \tilde{\xi} P\left(u_{\xi}, C\right)$ depends on $\tilde{k_{0}}$ because of the term $k / k_{\|}$in (2.18). We also note that the process of integrating over $\tilde{\xi}$ after computing $P\left(u_{\bar{\xi}}, C\right)$ amounts to considering the particle as being in a mixture of states with different values of $\tilde{\xi}$. (Physically, $\tilde{\xi}$ corresponds to the impact parameter of the particle. See Ref. 2 for a further discussion.)

## 3. SCATTERING OF A BEAM OF PARTICLES

In this section we assume that $K, C$, and $V$ satisfy the assumptions of the previous section which were necessary for the validity of (2.18). We now construct a multiparticle wavefunction corresponding to a system of particles each having a fairly localized momentum and with the various momenta "uniformly distributed" over $K$. Namely, cover $\mathbb{R}^{3}$ with a grid of cubes with sides parallel to the axes of length $\epsilon$, let $K_{1}, \ldots, K_{N}$ be those intersections of $K$ with cubes of the grid for which $\left|K_{i}\right|=\operatorname{vol}\left(K_{i}\right)>0$ and then put

$$
\begin{equation*}
\psi_{N}\left(\tilde{x}_{1}, \ldots \tilde{x}_{N}\right)=\prod_{i=1}^{N} u_{i}\left(\tilde{x}_{i}\right) \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{i}\left(\tilde{x}_{i}\right)=(2 \pi)^{-3 / 2}\left|K_{i}\right|^{-1 / 2} \int_{K} d \tilde{k} e^{i k \cdot \cdot \tilde{x}_{i}} . \tag{3.2}
\end{equation*}
$$

We have $N=O\left(\epsilon^{-3}\right)$ and we shall eventually let $\epsilon \rightarrow 0$ or $N \rightarrow \infty$. As in Sec. 2 we will need to consider position translates of the particles described by the $u_{i}\left(\tilde{x}_{i}\right)$, and we put

$$
\begin{equation*}
\psi_{N, \xi}=\psi_{N}\left(\tilde{x}_{1}+\tilde{\xi}_{1}, \ldots, \tilde{x}_{N}+\tilde{\xi}_{N}\right) \tag{3.3}
\end{equation*}
$$

where $\tilde{\xi}, \in \mathbb{R}^{3}$. We assume that the particles in $\psi_{N, \xi}$ interact only with the potential $V$ (not with each other). In this case the $S$ operator for the system of particles is just the product of the one particle $S$ operators, and the probability $P_{i}\left(u_{i \xi}, C\right)$ that the $i$ th particle is scattered into the cone $C$ is given by the last term in (2.13) with $K$ and $\tilde{\xi}$ replaced by $K_{i}$ and $\tilde{\xi}_{i}$. (We are assuming $K \cap C=\emptyset$.) The average probability of scattering into the cone $C$ is then given by

$$
\begin{equation*}
P\left(\psi_{N, \xi,} C\right)=\frac{1}{N} \sum_{i=1}^{N} P_{i}\left(u_{i, \xi,} C\right) \tag{3.4}
\end{equation*}
$$

Now we pick some fixed $\tilde{k_{i}} \in K_{i}$ for each $i=1, \ldots, N$; by the result of (2.18) we have

$$
\begin{align*}
& \frac{1}{N} \sum_{i=1}^{N} \int_{\bar{\xi}_{i} \cdot \bar{k}_{i}=0} d \tilde{\xi}_{i} P_{i}\left(u_{i, \bar{\xi}_{i}} C\right) \\
& \quad=\sum_{i=1}^{N} \frac{1}{N\left|K_{i}\right|} \int_{K_{i}} d \tilde{k} \frac{k}{k_{\|}} \int_{C} d \Omega \sigma_{\bar{k}}(\Omega) \tag{3.5}
\end{align*}
$$

where in the integral over $K_{i}, k_{\Perp}$ denotes the magnitude of the component of $\tilde{k}$ parallel to $\vec{k}_{i}$. We now consider the result of letting $N \rightarrow \infty$ in (3.5). Since each $K_{i}$ is contained in a cube of linear dimension the order of $N^{-1 / 3}$ we have that the factors $k / k_{11}$ are $1+O\left(N^{-1 / 3}\right)$, and so we may replace these factors by 1 in taking the limit as $N \rightarrow \infty$. Finally, if the boundary of $K$ has (three-dimensional Lebesque) measure zero, then it is not difficult to prove that as $N \rightarrow \infty$, the righthand side of (3.5) tends to

$$
\begin{equation*}
\frac{1}{|K|} \int_{K} d \tilde{k} \int_{C} d \Omega \sigma_{\hat{k}}(\Omega) \tag{3.6}
\end{equation*}
$$

There is another line of reasoning leading to this result which may be more satisfying than our introduction of the "average probability of scattering into $C$ " [immediately preceeding (3.4)]. Namely, given our expression for the probability $P_{i}\left(u_{i, \xi}, C\right)$ that the $i$ th particle is scattered into $C$, we can use this to compute the expected number of particles scattered
into $C$, divide by the number of particles, $N$, and let $N \rightarrow \infty$. This line of reasoning leads to an argument identical to the one we have presented above beginning with (3.4). In fact the expected number of particles scattered into $C$ is given by (3.4) times $N$, as may be seen by arguing that this expected number is given by

$$
\begin{align*}
& p_{1} q_{2} \ldots q_{n}+p_{2} q_{1} q_{3} \ldots q_{n}+\cdots+2 p_{1} p_{2} q_{3} \ldots q_{n} \\
& +2 p_{1} p_{3} q_{2} q_{4} \ldots q_{n}+\cdots+3 p_{1} p_{2} p_{3} q_{4} \cdots q_{n}+\cdots \tag{3.7}
\end{align*}
$$

where $p_{i}=P_{i}\left(u_{i, 5}, C\right)$ and $q_{i}=1-p_{i}$, and an elementary argument shows that the sum in (3.7) is $p_{1}+\cdots+p_{N}$ which is (3.4) times $N$.

We discuss briefly the interpretation of (3.6). The quantity $P\left(\psi_{N, \xi}, C\right)$ is for fixed $\tilde{\xi}$ a probability, but (3.5) is not, due to the $\tilde{\xi}_{i}$ integrations. However, for large $\left|\tilde{\xi}_{i}\right|$ the probability $P_{i}\left(u_{i, \xi}, C\right)$ is small, and so we may consider (3.6) as approximately proportional to the probability of scattering into $C$ for a "wide" beam of particles with localized momenta uniformly distributed over $K$. The validity of (3.6) for any actual scattering experiment is dependent upon whether or not our averaging over phases (the integration over $\tilde{\xi}_{i}$ ) is well corre-
lated with the nature of the beam of particles produced in the experiment.
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A definition of asymptotic flatness is given without the use of Einstein's equations. For this we examine (a) the possible conditions on $\mathscr{I}+$ and their consequences and relationships, and (b) the coordinate transformations which preserve certain forms of the unphysical metric $\tilde{\mathbf{g}}$ on a neighborhood of $\mathscr{F}+$. Roughly, a space-time $(\mathscr{M}, \mathbf{g})$ is called asymptotically Minkowskian at future null infinity if it is weakly asymptotically simple, $\mathscr{I}+$ is isometric to $\mathscr{I}_{M}^{+}$(the $\mathscr{I}+$ of the Minkowskian space-time) and (a) $\Omega_{; \mu \nu}=0, \Omega^{-2} \Omega_{; \mu} \Omega^{; \mu}=-1$, $\widetilde{C}_{\lambda \mu \rho v}=0$ and $\mathscr{I}+$ or, equivalently, (b) $\Omega^{-2} \Omega_{; \mu} \Omega^{; \mu}=-1, R_{\mu}{ }^{v}=O\left(\Omega^{2}\right), \Omega_{;[\lambda} R_{\mu]}^{\nu}+\Omega R_{[\lambda ; \mu]}^{\nu}=O\left(\Omega^{4}\right)$ on $\mathscr{I}+$ An equivalent definition is given based on the existence of a coordinate system in which, on a neighborhood of $\mathscr{I}+, \tilde{\mathbf{g}}$ behaves as the conformal metric of Minkowski's space-time and can be written in an explicitly given form.

## 1. INTRODUCTION

It is generally assumed today that if general relativity or any other metric theory of gravity is correct, the space-time of a bounded source, e.g., of a binary neutron star, should behave more and more like the Minkowskian space-time as we go further away from the source. This intuitive requirement has been materialized into the concept of an "asymptotically flat space-time."

However, it seems that the concept of asymptotic flatness has not been defined rigorously and unambiguously. Since general relativity is the dominant candidate for the position of the correct gravitational theory, most often asymptotically flat space-time has been taken to mean asymptotically simple and empty space-time or, at least, a spacetime for which the Ricci tensor goes fast enough to zero near $\mathscr{F}$ (the conformal boundary). This is justified by the direct relationship provided by the Einstein equations between the Ricci tensor and the energy-momentum tensor whose "vanishing at large distances" captures somehow the concept of an isolated physical system. It can be argued, however, that asymptotic flatness should be defined as a property of the space-time independently of any physical theory, e.g., without any reference to the Einstein equations, as asymptotic simplicity is defined. This attitude seems to be built into two important works by Bondi, van der Burg, and Metzner ${ }^{1}$ and Penrose. ${ }^{2-4}$ In the first paper Bondi and his collaborators relate asymptotic flatness to the existence of a coordinate system in which far from the source the components of the metric tensor tend somehow to the components of a flat metric. A similar approach has been adopted in more general studies. ${ }^{5-8}$ In the second paper ${ }^{2}$ Penrose defines asymptotic simplicity in a purely geometrical way and then goes directly to the concept of asymptotically simple and empty spacetime by assuming the Einstein field equations. As a result the shear of the conformal boundary $\mathscr{I}$ vanishes, the unphysical Weyl tensor vanishes on $\mathscr{I}, \Omega_{; \mu v}=0$ on $\mathscr{I}$ ( $\Omega$ is an appropriate conformal factor) and other properties follow. ${ }^{2,9}$ However, as it is clearly stated by Penrose, ${ }^{2}$ the concept of asymptotically flat space-time is not defined and it is not clear which of the previous properties should be build into a definition of asymptotic flatness.

The most important argument against a condition of the form $R_{\mu}{ }^{v}=O\left(\Omega^{n}\right)$ is that it cannot be tailored to have the right strength: Whatever $n$ is, the condition is either too weak or too strong. Since most of the properties of asymptotically flat space-time are consequences ${ }^{10}$ of $\Omega_{; \mu \nu} \widehat{=} 0$ and $\widetilde{C}_{\lambda \mu \rho v} \widehat{ } 0$ (the notation is explained at the end of this section), we would like to have a condition $R_{\mu}{ }^{v}=O\left(\Omega^{n}\right)$ which will imply these two relations without imposing additional and unnecessary restrictions on the space-time. We will show in Sec. 3 that this is not possible: $R_{\mu}{ }^{v}=O\left(\Omega^{3}\right)$ is not strong enough to imply $\widetilde{C}_{\lambda \mu \nu} \widehat{=} 0$, while $R_{\mu}{ }^{\nu}=O\left(\Omega^{4}\right)$ implies $\widetilde{C}_{\lambda \mu \nu \nu} \widehat{=} 0$ and some other unnecessary restrictions for the space-time. A simple example which demonstrates the inappropriateness of the condition $R_{\mu}{ }^{v}=O\left(\Omega^{n}\right)$ is given by the space-time with metric (in coordinates $u, r, \theta, \phi$ )
$=g_{00}=1, g_{01}=1+r^{-2}, g_{22}=\sin ^{-2} \theta g_{33}=-r^{2}$ and the remaining components equal to zero. With $\Omega=r^{-1}$ this space-time has (in coordinates $\left.u, \omega=r^{-1}, \theta, \phi\right) \Omega_{; \mu v} \widehat{=} 0$, $\widetilde{C}_{\lambda \mu \nu v} \hat{=} 0$ but $R_{1}{ }^{0}=-4 \Omega^{2}+O\left(\Omega^{3}\right)$. Since such a spacetime should be certainly called asymptotically flat, we conclude that the condition $R_{\mu}{ }^{v}=O\left(\Omega^{4}\right)$ should not be included in a definition of asymptotic flatness. Consequently a question arises: Are there any conditions containing the Ricci tensor only (and perhaps $\Omega$ ) that are necessary and sufficient in order to have $\Omega_{; \mu \nu}=0, \widetilde{C}_{\lambda \mu \rho \nu} \hat{=} 0$ ? As it turns out (Theorems 3 and 4) such conditions do exist!

Another question related to the definition of asymptotic flatness arises from two basic theorems referring to flat $\left(R_{\lambda \mu \rho v}=0\right)$ and conformally flat $\left(C_{\lambda \mu \rho v}=0\right)$ space-time: A space-time is flat or conformally flat if, and only if, there is a coordinate system in which $g_{\mu \nu}=\operatorname{diag}(1,-1,-1,-1)$ or $g_{\mu \nu}=\Omega^{-2} \operatorname{diag}(1,-1,-1,-1)$, respectively. Whatever the definition of asymptotic flatness is, it is natural, if not necessary, to ask whether a similar theorem can be formulated for an asymptotically flat space-time, that is whether there is a coordinate system in which a simple explicit form of the metric can be given satisfying automatically $\Omega_{; \mu \nu} \hat{=} 0$ and/or $\widetilde{C}_{\lambda \mu \rho v} \widehat{=}$. Again it turns out that such a system exists (Theorems 1 and 2) for space-times which satisfy the first or both of $\Omega_{; \mu \nu} \widehat{=} 0, \bar{C}_{\lambda \mu \rho \nu} \widehat{=} 0$.

The purpose of this paper is to analyze the interrelations of the geometrical properties attributed to asymptotically flat space-times, answer the above questions, and give a reasonable, geometrical and rigorous definition of asymptotic flatness without any reference to the Einstein or other field equations. This definition will be given in three equivalent ways. The first two will be stated in terms of tensor conditions which hold only on $\mathscr{F}^{+}$. The third definition will be stated in terms of the existence of a coordinate system in which the metric can be written in an explicitly given form in a neighborhood of $\mathscr{I}^{+}$. The fact that asymptotic flatness can be defined in these three equivalent ways should be regarded as an important asset of the definition for aesthetic as well as practical reasons.

The method used in this paper to study asymptotically flat space-times consists of establishing a suitable coordinate system on $\mathscr{I}^{+}$and expressing tensor relations in that particular coordinate system. This approach seems to uncover some interdependencies between tensor relations which have not been discovered by purely tensorial methods. However, it should be emphasized that all properties, theorems, and conclusions are coordinate independent and quite probably most of them can be proved by purely tensorial methods (although such proofs are not yet known). But there are also properties, e.g., Theorem 1, which can be obtained only by considering particular coordinate systems.

To avoid unnecessary restrictions on the space-time we adopt at each step only what seem to be the minimum requirements which enable us to perform the calculations. Thus we assume successively (i) existence of $\mathscr{I}^{+}$, (ii) appropriate internal structure for $\mathscr{I}_{+}$, (iii) appropriate "fastening" of $\mathscr{I}^{+}$to the rest of the space-time, and (iv) other conditions on $\mathscr{I}^{+}$. In Sec. 2 we present some preliminary considerations regarding the Minkowski space-time, some properties of $\mathscr{I}^{+}$, and the basic requirements for asymptotic flatness. In Sec. 3 we examine the conditions which should be probably included in a definition of asymptotic flatness. In Sec. 4 we examine the transformations which are related to the possible behavior of the conformal metric on a neighborhood of $\mathscr{I}^{+}$. In Sec. 5 we present some theorems and the definition of asymptotically Minkowskian space-time. Finally in Sec. 6 we give some properties of asymptotically flat space-times and make a few concluding remarks.

In what follows the term space-time means as usual ${ }^{11}$ a pair $(\mathscr{M}, \mathbf{g})$ of a connected four-dimensional Hausdorff $C^{\infty}$ manifold $\mathscr{M}$ with a Lorentz metric $g$ on it (i.e., a metric of signature -2 ). Since we restrict oursleves to signature -2 , flat and Minkowskian should be regarded as equivalent terms. Other concepts will be defined when they arise. It should be pointed out, however, that intuitive and precise concepts will often appear mixed, since one of the objectives of this paper is to present arguments supporting the reasonableness of the definition of asymptotic flatness.

In this paper Latin indices will stand for $0,2,3$, while Greek indices will stand for $0,1,2,3$. The components of the physical metric will be denoted by $g_{\mu \nu}$, while the components of the conformal or unphysical metric will be denoted
by $\tilde{g}_{\mu \nu}$. Components of tensor quantities calculated from $\tilde{g}_{\mu \nu}$ will be distinguished by a $\sim$ sign. Covariant derivatives with respect to $\tilde{g}_{\mu \nu}$ are denoted by a semicolon. Commas denote partial derivatives. A capital letter $M$ as superscript or subscript marks quantities referring to the Minkowskian spacetime. Finally, tensor equations which hold only on $\mathscr{I}^{+}$will be written with the special equality symbol $\widehat{=}$. Such relations hold in every coordinate system, but they cannot be differentiated covariantly. At some points long but straightforward calculations are needed before a property can be established. In order to avoid unnecessary sidetracking and keep the emphasis on the important issues we have omitted such calculations and give only the results in the Appendix.

## 2. BASIC PROPERTIES OF $\mathscr{I}^{+}$

To speak about infinity of space-time we have to postulate that the space-time has an infinity. Thus it is very reasonable to assume that our space-time is somehow asymptotically simple. In this paper an orientable space-time ( $\mathscr{M}, \mathbf{g}$ ) will be called weakly asymptotically simple ${ }^{2.11}$ if there exist (a) a strongly causal space ( $\tilde{\mathscr{M}}, \tilde{\mathbf{g}})$ with a smooth nonempty boundary $\mathscr{I}(\subset \widetilde{\mathscr{H}})$, (b) an open subset $U$ of $\mathscr{M}$ and an open neighborhood $\widetilde{U}$ of $\mathscr{I}(\widetilde{U} \subset \mathscr{M})$, and (c) a diffeomorphism $f: U \rightarrow \widetilde{U}-\mathscr{I}$ such that there is a smooth ( $C^{3}$ at least) function $\Omega$ on $\widetilde{U}$ with $\Omega=0$ and $\Omega_{; \mu} \neq 0$ on $\mathscr{F}$ and $\tilde{g}_{\mu \nu}=\Omega^{2} g_{\mu \nu}$ on $\widetilde{U}-\mathscr{I}$. This definition of asymptotic simplicity is weaker than Penrose's original definition ${ }^{2}$ since we have omitted ${ }^{12}$ the condition that every geodesic in $\widetilde{\mathscr{M}}$ has two endpoints on $\mathscr{\mathscr { F }}$. Thus we avoid any conditions on the interior of the space-time and define directly weak asymptotic simplicity. ${ }^{13}$ Also we are not interested in including all infinity in $\mathscr{I}$. Finally, we asked that $\Omega$ be $C^{3}$, since later we will consider derivatives of $\Omega$.

With this definition the first and most plausible condition to be imposed on the space-time is the following:

Condition A: The space-time is weakly asymptotically simple.

The most important requirement for our space-time ${ }^{14}$ is to "behave" as the flat space-time does near $\mathscr{I}$. To exploit this qualitative statement we consider briefly the Minkowskian space-time. In null-spherical coordinates ( $u, r, \theta, \phi$ ) we have $d S^{2}=d u^{2}+2 d u d r-r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right)(u$ is the retarded time). Changing to coordinates ( $u, \omega, \theta, \phi$ ) with $\omega=r^{-1}$ we find $d S^{2}=d u^{2}-2 \omega^{-2} d u d \omega-\omega^{-2}\left(d \theta^{2}\right.$ $+\sin ^{2} \theta d \phi^{2}$ ). Assuming a conformal factor $\Omega=\omega$ we have the metric of the conformal (unphysical) space-time

$$
\tilde{b}_{\mu v}=\left[\begin{array}{cccc}
\omega^{2} & -1 & 0 & 0  \tag{1}\\
-1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -\sin ^{2} \theta
\end{array}\right]
$$

The future null infinity $\mathscr{I}_{M}^{+}$of the Minkowskian space-time is defined ${ }^{11}$ by the equations $\omega=0, t=+\infty$. It is a well-known three-dimensional null hypersurface with topology $R^{1} \times S^{2}$ and induced metric [in coordinates $x^{i}$
$=(u, \theta \phi)]$

$$
\tilde{\gamma}_{i j}=\left[\begin{array}{ccc}
0 & 0 & 0  \tag{2}\\
0 & -1 & 0 \\
0 & 0 & -\sin ^{2} \theta
\end{array}\right]
$$

From Eq. (1) it can be found that the only nonzero components of the Riemann tensor and Ricci tensor for the metric $\widehat{b}_{\mu \nu}$ are

$$
\begin{align*}
& \tilde{R}_{0101}^{M}=\sin ^{-2} \theta \widetilde{R}_{2323}^{M}=1,  \tag{3}\\
& \tilde{R}_{00}^{M}=-\omega^{2}, \quad \widetilde{R}_{01}^{M}=1, \quad \widetilde{R}_{22}^{M}=\sin ^{-2} \theta \widetilde{R}_{33}^{M}=-1, \tag{4}
\end{align*}
$$

while the Weyl tensor is obviously zero. Furthermore, we find easily that

$$
\begin{equation*}
\Omega^{-2} \Omega_{; \mu} \Omega^{; \mu}=-1, \quad \Omega^{-1} \Omega_{; \mu}^{\mu}=-2 \tag{5}
\end{equation*}
$$

To make our general space-time behave a little more like the Minkowskian space-time we ask that the two spacetimes have identical conformal boundaries at least partially. Thus we impose the second condition:

Condition B: There is a subset $\mathscr{I}+$ of $\mathscr{I}$ which is isometric to $\mathscr{I}_{\mathrm{M}}^{+}$.

Thus $\mathscr{I}+$ inherits all the intrinsic properties of $\mathscr{I}_{M}^{+}$, that is its shape, its size, the possible coordinate systems, etc. ${ }^{15}$ It seems reasonable to build Conditions $A$ and $B$ into a definition of asymptotic flatness. Furthermore they cannot be made weaker and any replacing of them, e.g., replacing condition B by " $R_{\mu}{ }^{v} \rightarrow 0$ fast enough near $\mathscr{I}+$," imposes much heavier restrictions on the space-time. However, they guarantee only the existence of $\mathscr{I}^{+}$and its similarity to $\mathscr{I}_{M}^{+}$. They do not tell whether $\mathscr{F}$ is essentially larger than $\mathscr{I}^{+}$, whether $\mathscr{I}^{-}$exists, how $\mathscr{I}^{+}$is tied up with the rest of the space-time, i.e., "how much" the space-time resembles the Minkowksi space-time near $\mathscr{I}$. This "degree of resemblance" is the crucial missing ingredient for a definition of asymptotic flatness. Should we demand that Eqs. (3), (4), (5), $\Omega_{; \mu v} \widehat{=} 0, \widetilde{C}_{\lambda \mu \rho v} \widehat{=} 0$, etc. be satisfied? To see how far it is reasonable to go in demanding Minkowskian behavior near $\mathscr{I}^{+}$we consider the possible behavior of the metric tensor on a neighborhood of $\mathscr{F}^{+}$.

Let $x^{i}=(u, \theta, \phi)$ be a coordinate system for $\mathscr{I}+$ and $x^{\mu}=(u, \omega, \theta, \phi)$ a coordinate system on a neighborhood $\vec{U}$ of $\mathscr{F}^{+}$with $\omega=0$ on $\mathscr{F}^{+}$. Since $\tilde{g}$ is assumed at least $C^{3}$ on $\mathscr{I}^{+}$we can write

$$
\begin{equation*}
\tilde{g}_{\mu \nu}=\alpha_{\mu \nu}+\beta_{\mu \nu} \omega+\gamma_{\mu \nu} \omega^{2}+\delta_{\mu \nu} \omega^{3}+O_{4} \tag{6}
\end{equation*}
$$

on $\widetilde{U}$. In this notation $O_{n}=O\left(\omega^{n}\right)$ stands for terms which together with their derivatives with respect to $x^{i}$ go to zero faster than $\omega^{n-\epsilon}$, while their derivative with respect to $\omega$ goes to zero faster than $\omega^{n-1-\epsilon}$ when $\omega \rightarrow 0$. Since $\mathscr{I}^{+}$is isometric to $\mathscr{I}_{M}^{+}$we can choose the coordinate system so that

$$
\begin{equation*}
\tilde{g}_{i j} \triangleq \tilde{\gamma}_{i j} \tag{7}
\end{equation*}
$$

Hence we have

$$
\begin{equation*}
\alpha_{i j}=0 \quad \text { except } \quad \alpha_{22}=\sin ^{-2} \theta \alpha_{33}=-1 \tag{8}
\end{equation*}
$$

Changing the scale of $u$ on $\mathscr{I}^{+}$we can make $\alpha_{01}=-1$ ( $\alpha_{01} \neq 0$ since $\operatorname{det} \tilde{g}_{\mu \nu} \neq 0$ on $\mathscr{I}^{+}$). Thus the most general form for $\tilde{g}_{\mu \nu}$ on $\bar{U}$ is
$\tilde{g}_{\mu \nu}^{(1)}=\left[\begin{array}{cccc}O_{1} & -1+O_{1} & O_{1} & O_{1} \\ -1+O_{1} & O_{0} & O_{0} & O_{0} \\ O_{1} & O_{0} & -1+O_{1} & O_{1} \\ O_{1} & O_{0} & O_{1} & -\sin ^{2} \theta+O_{1}\end{array}\right]$
which is a special case of Eq. (6). Setting more $\alpha_{\mu \nu}, \beta_{\mu \nu}$, etc. equal to zero we can further specialize the metric. To examine the simplest possible form of $\tilde{g}_{\mu v}$, we will need four more forms. Let us define
$\tilde{g}_{\mu \nu}^{(2)}=\tilde{g}_{\mu \nu}^{(1)} \quad$ with $\quad \beta_{00}=0$,
$\tilde{g}_{\mu \nu}^{(3)}=\tilde{g}_{\mu \nu}^{(2)} \quad$ with $\quad \alpha_{11}=\alpha_{12}=\alpha_{13}=\beta_{01}=\beta_{02}=\beta_{03}=0$,
$\tilde{g}_{\mu \nu}^{(4)}=\tilde{g}_{\mu \nu}^{(3)} \quad$ with $\quad \gamma_{00}=1$.
In general there is no transformation which will reduce $\tilde{g}_{\mu \nu}^{(2)}$ to $\tilde{g}_{\mu \nu}^{(3)}$ or $\tilde{g}_{\mu \nu}^{(3)}$ to $\tilde{g}_{\mu \nu}^{(4)}$. This will be proved in Sec. 4, where we will examine the additional conditions the space-time has to satisfy for these reductions to be possible. It should be noted that from $\tilde{g}_{\mu v}$ to $\tilde{g}_{\mu \nu}^{(1)}, \tilde{g}_{\mu \nu}^{(2)}$, etc. the metric of the spacetime looks more and more like the conformal Minkowskian metric $\tilde{b}_{\mu v}$.

## 3. CONDITIONS ON $\mathscr{I}^{+}$

The candidates we will consider as additional conditions on the space-time can be selected from the covariant properties of asymptotically simple and empty spacetime and perhaps some properties of the Minkowski space-time.

In what follows we examine each one of these conditions, their relationships and how they affect the metric. An evaluation of the consequences of each condition will indicate which conditions should be included in a definition of asympotic flatness.
(i) The condition $\Omega_{; \mu} \Omega^{\mu} \widehat{=} 0$ : Since $\Omega=\omega$ we have $\Omega_{; \mu}=\omega_{, \mu}=[0,1,0,0]$ and $\Omega_{; \mu} \Omega^{; \mu}=\tilde{g}^{\tilde{\mu}} \Omega_{; \mu} \Omega_{; \nu}=\tilde{g}^{11}$ which vanishes identically on $\mathscr{J}+$ for $\tilde{g}_{\mu \nu}^{(1)}$ and consequently all the other forms of the metric.
(ii) The condition $\Omega_{j \mu}{ }^{\mu} \triangleq 0$ : We have $\Omega_{; \mu}^{\mu}=\tilde{g}^{\mu \nu} \Omega_{; \mu \nu}=-\tilde{g}^{\mu \nu} \Gamma_{\mu \nu}^{1}$ 首 tion implies

$$
\begin{equation*}
\beta_{00}=0 \tag{13}
\end{equation*}
$$

while it is satisfied automatically by $\tilde{g}_{\mu \nu}^{(2)} \tilde{g}_{\mu \nu}^{(3)}$ and $\tilde{g}_{\mu \nu}^{(4)}$.
(iii) The condition $\Omega^{-1} \Omega_{; \mu}^{\mu} \widehat{=}-2$ : The implications of this condition on $\tilde{g}_{\mu \nu}^{(1)}$ and $\tilde{g}_{\mu \nu}^{(2)}$ are complicated and, as it turns out, they are not needed. For $\tilde{g}_{\mu \nu}^{(3)}$ the condition implies (for the notation see the Appendix)

$$
\begin{equation*}
\Phi_{, 0}-2 \gamma_{00}+2=0 \tag{14}
\end{equation*}
$$

while for $\tilde{g}_{\mu v}^{(4)}$ gives
$\Phi_{, 0}=0$.
(iv) The condition $\Omega^{-2} \Omega_{: 1} \Omega^{\mu} \hat{=}-1$ : We have
$\Omega^{-2} \Omega_{; \mu} \Omega^{; \mu}=\omega^{-2} \tilde{g}^{11}=\beta^{11} \omega^{-1}+\gamma^{11}+O_{1} .\left[\beta^{\mu \nu}, \gamma^{\mu \nu}\right.$, etc. are the coefficients of $\tilde{g}^{\mu \nu}$ in an equation similar to Eq. (6).] For $\tilde{g}_{\mu v}^{(1)}$ this condition implies $\beta^{11}=0, \gamma^{11}=-1$ which are equivalent to

$$
\begin{equation*}
\beta_{00}=0, \quad \gamma_{00}+\beta_{02}^{2}+\sin ^{-2} \theta \beta_{03}^{2}=1 \tag{16}
\end{equation*}
$$

For $\tilde{g}_{\mu \nu}^{(2)}$ the condition implies only the second of Eqs. (16). For $\tilde{g}_{\mu \nu}^{(3)}$ the condition implies

$$
\begin{equation*}
\gamma_{00}=1, \tag{17}
\end{equation*}
$$

while it is satisfied by $\tilde{g}_{\mu \nu}^{(4)}$.
(v) The condition $u_{; \mu} u^{; \mu} \widehat{=} 0, \theta_{; \mu} \theta^{; \mu} \widehat{=}-1, \theta_{; \mu} \phi^{; \mu} \widehat{=} 0$, etcetera: Obviously these conditions are satisfied (e.g., $\theta_{; \mu} \theta^{i \mu} \hat{=}-1$ ) or imply some restrictions (e.g.,
$u_{; \mu} u^{i \mu} \hat{=} \alpha^{00}=0$ ) for the metric. However, they have an essential disadvantage: To write them down we have to assume the existence of some new scalar functions $u, \theta, \phi$, which means esentially that a special coordinate system exists. Such conditions should not be included in a coordinate independent definition of asymptotic flatness.
(vi) The condition ${ }^{16} \Omega_{; \mu \nu}-\frac{1}{4} \tilde{g}_{\mu \nu} \Omega_{; \rho}^{\rho} \hat{=} 0$ : In our coordinate system this condition gives

$$
\begin{equation*}
\Omega_{; \mu_{v}}-\frac{1}{4} \tilde{g}_{\mu_{\nu}} \Omega_{: \rho}^{\rho} \widehat{=}-\widehat{\Gamma}_{\mu \nu}^{1}+\frac{1}{4} \beta_{00} \alpha_{\mu \nu} \widehat{=} 0 \tag{18}
\end{equation*}
$$

Written explicitly this equation gives

$$
\begin{equation*}
\beta_{00}=\beta_{01}-\frac{1}{2} \alpha_{11,0}=\beta_{02}-\alpha_{12,0}=\beta_{03}-\alpha_{13,0}=0 \tag{19}
\end{equation*}
$$

These are restrictions for $\tilde{g}_{\mu \nu}^{(1)}$ and $\tilde{g}_{\mu v}^{(2)}$, while they are satisfied automatically by $\tilde{g}_{\mu \nu}^{(3)}$ and $\tilde{g}_{\mu \nu}^{(4)}$.
(vii) The condition $\sigma_{\mu \nu} \widehat{=} 0$ : The shear of the congruence of the curves along which $u, \theta, \phi$ are constants is

$$
\begin{equation*}
\sigma_{\mu v}=\widetilde{P}_{\lambda\left(\mu^{\prime}\right.} \Omega_{: v)}^{\lambda}-\frac{1}{3} \Omega_{i \lambda}^{\lambda} \widetilde{P}_{\mu v} \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{P}_{\mu v}=\tilde{g}_{\mu v}+\Omega_{: \mu} \Omega_{: v} \tag{21}
\end{equation*}
$$

Evaluating $\sigma_{\mu v}$, in our coordinate system we find

$$
\begin{equation*}
\sigma_{\mu v} \cong-\widetilde{\Gamma}_{\mu \nu}^{1}+\frac{1}{6} \beta_{o o}\left(2 \alpha_{\mu \nu}-\delta_{\mu}^{1} \delta_{\nu}^{1}\right) \tag{22}
\end{equation*}
$$

Setting this quantity equal to zero we find again equations (19). Hence this condition is equivalent to the previous one.
(viii) The condition $\Omega_{; \mu \nu} \widehat{=} 0$ : In our coordinate system we have $\Omega_{\mu \nu}=-\widetilde{\Gamma}_{\mu \nu}{ }_{\mu}$. Setting this quantity equal to zero we find again Eqs. (19). Hence this condition is equivalent to condition (vi) as well as to condition (vii).
(ix) The condition ${\widetilde{C_{\lambda \mu \rho v}}} \widehat{=} 0$ : To explicity write this condition we evaluate the components of the Riemann and Ricci tensors from the unphysical metric in our coordinate system. After some long but straightforward calculations we find that the restrictions imposed on the metric can be given by two sets of equations. The first set results from the equations $\widetilde{C}_{0102} \xlongequal{\widehat{R_{0}}} \widetilde{C}_{0133} \widehat{=} \widetilde{C}_{0123}$ 合 0 which give $\widetilde{R}_{0102} \widehat{=} \widehat{R}_{0103} \widehat{=} \widehat{R}_{0123} \widehat{=} 0$ or
$\alpha_{12,00}+\beta_{00,2}-\beta_{02,0}=0$,

$$
\begin{align*}
& \alpha_{13,00}+\beta_{00,3}-\beta_{03,0}=0  \tag{24}\\
& \alpha_{13,02}-\alpha_{12,03}+\beta_{02,3}-\beta_{03,2}=0 \tag{25}
\end{align*}
$$

The second set of equations is obtained from $\widetilde{C}_{0101} \widehat{=} \widetilde{C}_{0112} \widehat{=} \widetilde{C}_{0113} \widehat{=} \widetilde{C}_{1212} \hat{=} \widetilde{C}_{1213} \hat{=} 0$. Linear combinations of these equations give an equivalent set of equations with left-hand sides equal to $\widetilde{R}_{0101}, \widetilde{R}_{0112}, \widetilde{R}_{013}$, $\widetilde{R}_{1212}-\sin ^{-2} \theta R_{1313}, \widetilde{R}_{1213}$, and right-hand sides containing only $\alpha_{\mu \nu}$ and $\beta_{\mu \nu}\left(\operatorname{not} \gamma_{\mu \nu}\right)$. The remaining $\widetilde{C}_{\lambda \mu \rho v} \xlongequal{ } 0$ give identities.

There are some essential differences between the two sets of equations. The first set contains some $\alpha_{\mu \nu}$ and $\beta_{\mu \nu}$ but no $\gamma_{\mu v}$. The equations of the second set contain $\gamma_{\mu \nu}$ in a characteristic way. Since each component of $\widetilde{R}_{\lambda \mu \nu}$ is evaluated on $\mathscr{I}^{+}$, that is for $\omega=0$, the only case where a $\gamma_{\mu \nu}$ will appear in these equations is when $\widetilde{R}_{\lambda_{\mu \rho v}}$ has two indices equal to 1 so that the second derivative with respect to $\omega$ will generate from $\widetilde{R}_{i \mu 1 \nu}$ the term $\gamma_{\mu}$, with coefficient $\pm 1$. Hence the equations of the second set can be solved and give explicitly $\gamma_{00}, \gamma_{02}, \gamma_{33}, \gamma_{22}-\sin ^{-2} \theta \gamma_{33}, \gamma_{23}$ in terms of $\alpha_{\mu v}$ and $\beta_{\mu v}$. Thus $\bar{C}_{\lambda \mu \rho v} \xlongequal{ } 00$ imposes severe restrictions on $\gamma_{\mu v}$, that is the third term in the expansion of $\tilde{g}_{\mu v}$ in powers of $\omega$. Hence the first set of equations imposes restriction on $\tilde{g}_{\mu \nu}^{(1)}$ and $\tilde{g}_{\mu \nu}^{(2)}$, while it is satisfied automatically by $\tilde{g}_{\mu \nu}^{(3)}$ and $\tilde{g}_{\mu \nu}^{(4)}$. The second set imposes conditions on all forms of $\tilde{g}_{\mu v}$. It should be also noted that the equations of the first set are consequences of condition (vi) or (vii) or (viii), while the equations of the second set cannot be related to any previous conditions.

If Eqs. (19) are satisfied, then according to Theorem 1 (Sec. 5) there is a coordinate system in which $\tilde{g}_{\mu \nu}=\tilde{g}_{\mu \nu}^{(3)}$. In this coordinate system $\widetilde{C}_{\lambda \mu \rho v} \hat{} 0$ gives only the second set of equations which can be written (see the Appendix)

$$
\begin{equation*}
A=B=C=E=F=0 \tag{26}
\end{equation*}
$$

These equations will be used to study the relationships between the conditions $\widetilde{C}_{\lambda \mu \rho v} \hat{=} 0$ and $R_{\mu}{ }^{\prime}=O\left(\Omega^{\prime \prime}\right)$.
(x) The condition $R_{\mu}{ }^{\prime \prime} \widehat{=} O\left(\Omega^{n}\right)$ : (a) Let $n=2$. Then $\Omega^{-1} R_{\mu}{ }^{\prime} \widehat{=} 0$ and a straightforward calculation gives Eqs. (19). Consequently the condition $R_{\mu}{ }^{v}=O\left(\Omega^{2}\right)$ is equivlaent to condition (vi) or (vii) or (viii).
(b) Let $n=3$. Then $\Omega_{\mu v} \hat{=} 0$ and according to Theorem 1 (Sec. 5) there is a coordinate system in which $\tilde{g}_{\mu v}=\tilde{g}_{\mu \nu}^{(3)}$. In this coordinate system the condition $\Omega^{-2} R_{\mu}{ }^{\nu} \widehat{=} 0$ gives (see the Appendix) the equivalent set

$$
\begin{equation*}
A=B=C=D=0 \tag{27}
\end{equation*}
$$

Hence the condition $R_{\mu}{ }^{"}=O\left(\Omega^{3}\right)$ implies only the first three of Eqs. (26). It does not imply $E=F=0$, while also gives $D=0$, which is a completely unnecessary requirement for asymptotic flatness.
(c) Let $n=4$. Then again in a coordinate system in which $\tilde{g}_{\mu v}=\tilde{g}_{\mu v}^{(3)}$ we obtain Eqs. (27) and the additional relations

$$
\begin{align*}
& E_{.0}=F_{.0}=0  \tag{28}\\
& E_{.2}+2 \cot \theta E+\sin ^{-2} \theta F_{.3}=0 \tag{29}
\end{align*}
$$

$$
\begin{align*}
& E_{, 3}-F_{, 2}-\cot \theta F=0,  \tag{30}\\
& G=0 \tag{31}
\end{align*}
$$

From Eqs. (28)-(30) we conclude that $\sin ^{2} \theta \cdot E$ and $\sin \theta \cdot F$ are independent of $u$ and satisfy the equation

$$
\begin{equation*}
\left(Y_{, 2} \sin \theta\right)_{, 2} \sin \theta+Y_{, 33}=0 . \tag{32}
\end{equation*}
$$

This equation coupled with the requirement that $E$ and $F$ must be regular on the unit sphere implies

$$
\begin{equation*}
E=F=0 . \tag{33}
\end{equation*}
$$

Hence, as is well known, ${ }^{2.9,14} R_{\mu}{ }^{v}=O\left(\Omega^{4}\right)$ implies Eqs. (26), that is $\widetilde{C}_{\lambda \mu \rho v} \hat{=} 0$. But it also imposes on the space-time the conditions $D=G=0$. The equation $G=0$ gives the first condition containing ${ }^{17} \delta_{\mu \nu}$. Obviously there is no reason to impose such severe and unnecessary restrictions on the space-time.

Hence we conclude that $R_{\mu}{ }^{v}=O\left(\Omega^{n}\right)$ is either too weak or too strong in order to have $\Omega_{; \mu \nu} \widehat{=} 0$ and $\bar{C}_{\lambda \mu \rho \nu} \widehat{=} 0$.
(xi) The condition $\widetilde{R} \hat{=} 0$ : For $\tilde{g}_{\mu \nu}^{(1)}$ and $\tilde{g}_{\mu \nu}^{(2)}$ this condition is complicated and it is not needed. For $\tilde{g}_{\mu \nu}^{(3)}$ it gives

$$
\begin{equation*}
2 \Phi_{.0}-\gamma_{00}+1=0 \tag{34}
\end{equation*}
$$

while for $\tilde{g}_{\mu v}^{(4)}$ it again gives Eq. (15).
(xii) The condition $\widetilde{R}_{\mu v} \widehat{\widehat{R}}{ }_{\mu \nu}^{M}$ : This condition gives five relations containing $\alpha_{\mu \nu}$ and $\beta_{\mu \nu}$ only and four also containing some $\gamma_{\mu v}$. However, these restrictions on the metric are too severe and do not hold for metrics which satisfy the Einstein equations.
(xiii) The condition $\widetilde{R}_{\lambda \mu \rho v} \widehat{=} \widetilde{R}_{\lambda \mu \nu v}^{M}$ : The same remarks apply in this case as in the previous one. This condition implies (ix), (xi) and (xii).

The following additional remarks can be made from the study of conditions (i)-(xiii): (a) Conditions (vi)-(viii) and (xa) are equivalent for any conformal factor $\Omega$ and independently of any field equations. They cannot be derived from any other condition.
(b) Condition (iv) is the only one which in the appropriate coordinate system gives $\gamma_{\infty}=1$, namely it makes $\tilde{g}_{00}$ start with an $\omega^{2}$ term (as $\tilde{b}_{\mu \nu}$ does).
(c) If conditions (iv) and (viii) hold, then condition (iii) is equivalent to condition (xi) and condition (ix) implies (iii) and (xi).

On the basis of the previous considerations it seems that, if we want the space--time to have Minkowskian-like metric near $\mathscr{F}^{+}$, we can impose either conditions (iv) and (viii) or (iv), (viii), and (ix) depending on how much we want to restrict the space-time. Similar conclusions will be reached in the next section from a study of the possible transformations.

## 4. TRANSFORMATIONS

Studies of the asymptotic symmetries of an asymptotically flat space-time have been carried out ${ }^{1,5,18}$ on the physical space-time $(\mathscr{M}, \mathbf{g})$ in coordinates $(u, r, \theta, \phi)$ and have resulted in establishing an important group of transforma-
tions, the BMS group. It can be argued however, that it is more appropriate to study the asymptotic symmetries of a space-time on a neighborhood of $\mathscr{I}^{+}$(which includes $\mathscr{I}^{+}$) and this is possible only on the conformal space-time $(\widetilde{\mathscr{M}}, \tilde{g})$.

In this section we examine the transformations related to the conformal space-time $(\overline{\mathscr{M}}, \tilde{g})$ in coordinates $(u, \omega, \theta$, $\phi$ ) on a neighborhood of $\mathscr{I}^{+}$. Specifically, there are two important questions related to the behavior of $\tilde{\mathbf{g}}$ on a neighborhood of $\mathscr{I}^{+}$. First, we can ask what transformations preserve the form of $\tilde{g}_{\mu \nu}^{(1)}$ or $\tilde{g}_{\mu \nu}^{(2)}$, etc. Second, we can ask whether or under what conditions $\tilde{g}_{\mu \nu}^{(1)}$ can be reduced to $\tilde{g}_{\mu \nu}^{(2)}, \tilde{g}_{\mu \nu}^{(2)}$ to $\tilde{\boldsymbol{g}}_{\mu v}^{(3)}$, etc. The properties found exhibit many similarities with previous results but also some striking differences which are due to the fact that a conformal factor $\Omega$ has been used in going from $(\mathscr{M}, \mathbf{g})$ to $(\widetilde{\mathscr{M}}, \tilde{\mathbf{g}})$.

In what follows we will repeatedly need a transformation of the unit sphere onto itself. To simplify the statements and notation we will denote by $\{\Theta, \Phi\}=R\left\{\Theta^{\prime}, \Phi^{\prime}\right\}$ a transformation $(\Theta, \Phi) \rightarrow\left(\Theta^{\prime}, \Phi^{\prime}\right)$ such that

$$
\begin{equation*}
d \Theta^{2}+\sin ^{2} \Theta d \Phi=d \Theta^{\prime 2}+\sin ^{2} \Theta^{\prime} d \Phi^{\prime} \tag{35}
\end{equation*}
$$

for $0 \leqslant \Theta, \Theta^{\prime} \leqslant \pi$ and $0 \leqslant \Phi, \Phi^{\prime} \leqslant 2 \pi$ (the points $\Phi=0$ are identified with the points $\Phi=2 \pi$ ). The necessary and sufficient conditions for a transformation $(\Theta, \Phi) \rightarrow\left(\Theta^{\prime}, \Phi^{\prime}\right)$ to be of this kind are

$$
\begin{align*}
& \left(\frac{\partial \Theta}{\partial \Theta^{\prime}}\right)^{2}+\sin ^{2} \Theta\left(\frac{\partial \Phi}{\partial \Theta^{\prime}}\right)^{2}=1,  \tag{36}\\
& \left(\frac{\partial \Theta}{\partial \Phi^{\prime}}\right)^{2}+\sin ^{2} \Theta\left(\frac{\partial \Phi}{\partial \Phi^{\prime}}\right)^{2}=\sin ^{2} \Theta^{\prime}  \tag{37}\\
& \frac{\partial \Theta}{\partial \Theta^{\prime}} \frac{\partial \Theta}{\partial \Phi^{\prime}}+\sin ^{2} \Theta \frac{\partial \Phi}{\partial \Theta^{\prime}} \frac{\partial \Phi}{\partial \Phi^{\prime}}=0 . \tag{38}
\end{align*}
$$

The Jacobian $J=J\left(\Theta, \Phi ; \Theta^{\prime}, \Phi^{\prime}\right)$ of such a transformation $(\Theta, \Phi) \rightarrow\left(\Theta^{\prime}, \Phi^{\prime}\right)$ satisfies the equation

$$
\begin{equation*}
J^{2}=\sin ^{2} \Theta \sin ^{-2} \Theta^{\prime} \tag{39}
\end{equation*}
$$

It is also assumed that $\{\Theta, \Phi\}=R\left\{\Theta^{\prime}, \Phi^{\prime}\right\}$ means that $\Theta$ and $\Phi$ may depend only on $\Theta^{\prime}, \Phi^{\prime}$, i.e., they are independent of any other parameter or variable.

Now let $(u, \omega, \theta, \phi) \rightarrow\left(u^{\prime}, \omega^{\prime}, \theta^{\prime}, \phi^{\prime}\right)$ be a transformation which is smooth (at least $C^{3}$ ) on $\mathscr{I}+$ with the hypersurface $\mathscr{I}+$ given by $\omega=0$ or $\omega^{\prime}=0$. Such a transformation can be written in the form

$$
\begin{align*}
& u=u_{0}+u_{1} \omega^{\prime}+u_{2} \omega^{\prime 2}+O_{3}  \tag{40}\\
& \omega=\omega_{1} \omega^{\prime}+\omega_{2} \omega^{\prime 2}+O_{3}  \tag{41}\\
& \theta=\theta_{0}+\theta_{1} \omega^{\prime}+\theta_{2} \omega^{\prime 2}+O_{3}  \tag{42}\\
& \phi=\phi_{0}+\phi_{1} \omega^{\prime}+\phi_{2} \omega^{\prime 2}+O_{3} \tag{43}
\end{align*}
$$

on a neighborhood of $\mathscr{I}+$ where $u_{0}, \theta_{0}, \phi_{0}, u_{1}, \omega_{1}$, etc., are functions of $u^{\prime}, \theta^{\prime}, \phi^{\prime}$. Note that because of Eq. (41) a function which is $O\left(\omega^{n}\right)$ is also $O\left(\omega^{\prime n}\right)$ and is denoted by $O_{n}$.

The calculation of the components $\tilde{g}_{\mu \nu}^{\prime(1)}$ is straightforward. The condition $\tilde{g}_{00}^{\prime(1)}=O_{1}$ gives $\partial \theta_{0} / \partial u^{\prime}=\partial \phi_{0} / \partial u^{\prime}=0$. Hence $\theta_{0}=\theta_{0}\left(\theta^{\prime}, \phi^{\prime}\right)$ and $\phi_{0}=\phi_{0}\left(\theta^{\prime}, \phi^{\prime}\right)$. Then the conditions $\tilde{g}_{22}^{\prime(1)}=-1+O_{1}$,
$\tilde{g}^{\prime(1)}=-\sin ^{2} \theta^{\prime}+O_{1}$ and $\tilde{g}^{\prime(1)}=O_{1}$ give Eqs. (36)-(38) with $\Theta, \Phi, \Theta^{\prime}, \Phi^{\prime}$ replaced by $\theta_{0}, \phi_{0}, \theta^{\prime}, \phi^{\prime}$, respectively. Finally, from $\tilde{g}_{01}^{\prime(1)}=-1+O_{1}$ we have $\omega_{1}\left(\partial u_{0} / \partial u^{\prime}\right)=1$. The remaining $\tilde{g}_{\mu \nu}^{\prime(1)}$ give no additional restrictions. Thus we have the following proposition:

Proposition 1: The most general transformation which preserves the form of $\tilde{g}_{\mu \nu}^{(1)}$ is given by Eqs. (40)-(43) with

$$
\begin{align*}
\left\{\theta_{0}, \phi_{0}\right\} & =R\left\{\theta^{\prime}, \phi^{\prime}\right\}  \tag{44}\\
\omega_{1} \frac{\partial u_{0}}{\partial u^{\prime}} & =1 \tag{45}
\end{align*}
$$

To preserve the form of $\tilde{g}_{\mu \nu}^{(2)}$ we add the additional restriction that $\bar{g}_{00}^{\prime(2)}=O_{2}$. Then we find $\partial \omega_{1} / \partial u^{\prime}=0$. Hence we have the following:

Proposition 2: The most general transformation which preserves the form of $\tilde{g}_{\mu \nu}^{(2)}$ is given by Eqs. (40)-(43) with

$$
\begin{align*}
& \left\{\theta_{0}, \phi_{0}\right\}=R\left\{\theta^{\prime}, \phi^{\prime}\right\},  \tag{46}\\
& u_{0}=\frac{1}{\omega_{1}}\left(u^{\prime}+f\right), \tag{47}
\end{align*}
$$

where $\omega_{1}$ and $f$ are arbitrary functions of $\theta^{\prime}$ and $\phi^{\prime}$ only.
The transformation (46)-(47) is the closest we will find to a BMS tranformation. The difference is that (46) has a conformal factor equal to 1 .

To preserve the form of $\tilde{g}_{\mu \nu}^{(3)}$ we have to ask that $\tilde{g}_{01}^{\prime(3)}=-1+O_{2}, \tilde{g}_{02}^{\prime(3)}, \tilde{g}_{03}^{\prime(3)}$ be $O_{2}$ and $\tilde{g}_{11}^{\prime(3)}, \tilde{g}_{12}^{\prime(3)}, \tilde{g}_{13}^{\prime(3)}$ be $O_{1}$. In addition to Eqs. (46) and (47) we find that the transformation (40)-(43) should satisfy the equations

$$
\begin{align*}
& \theta_{1}^{2}+\sin ^{2} \theta_{0} \phi_{1}^{2}+2 u_{1} \omega_{1}=0  \tag{48}\\
& \frac{\partial \theta_{0}}{\partial \theta^{\prime}} \theta_{1}+\sin ^{2} \theta_{0} \frac{\partial \phi_{0}}{\partial \theta^{\prime}} \phi_{1}+\frac{\partial u_{0}}{\partial \theta^{\prime}} \omega_{1}=0  \tag{49}\\
& \frac{\partial \theta_{0}}{\partial \phi^{\prime}} \theta_{1}+\sin ^{2} \theta_{0} \frac{\partial \phi_{0}}{\partial \phi^{\prime}} \phi_{1}+\frac{\partial u_{0}}{\partial \phi^{\prime}} \omega_{1}=0  \tag{50}\\
& \theta_{1} \frac{\partial \theta_{1}}{\partial u^{\prime}}+\sin ^{2} \theta_{0} \phi_{1} \frac{\partial \phi_{1}}{\partial u^{\prime}}+\omega_{1} \frac{\partial u_{1}}{\partial u^{\prime}}+2 \omega_{2} \frac{\partial u_{0}}{\partial u^{\prime}}=0  \tag{51}\\
& \frac{\partial \theta_{0}}{\partial \theta^{\prime}} \frac{\partial \theta_{1}}{\partial u^{\prime}}+\sin ^{2} \theta_{0} \frac{\partial \phi_{0}}{\partial \theta^{\prime}} \frac{\partial \phi_{1}}{\partial u^{\prime}}+\frac{\partial u_{0}}{\partial u^{\prime}} \frac{\partial \omega_{1}}{\partial \theta^{\prime}}=0  \tag{52}\\
& \frac{\partial \theta_{0}}{\partial \phi^{\prime}} \frac{\partial \theta_{1}}{\partial u^{\prime}}+\sin ^{2} \theta_{0} \frac{\partial \phi_{0}}{\partial \phi^{\prime}} \frac{\partial \phi_{1}}{\partial u^{\prime}}+\frac{\partial u_{0}}{\partial u^{\prime}} \frac{\partial \omega_{1}}{\partial \phi^{\prime}}=0 \tag{53}
\end{align*}
$$

Differentiating (49) and (50) with respect to $u^{\prime}$ and subtracting from (52) and (53) respectively we find $\partial \omega_{1} / \partial \theta^{\prime}=\partial \omega_{1} / \partial \phi^{\prime}=0$. Differentiating (48) with respect to $u^{\prime}$ and subtracting from (51) we find $\omega_{2}=0$. Finally we solve (49) and (50) with respect to $\theta_{1}$ and $\phi_{1}$. Thus we have the following proposition.

Proposition 3: The most general transformation which preserves the form of $\tilde{g}_{\mu \nu}^{(3)}$ is given by Eqs. (40)-(43) with
$\left\{\theta_{0}, \phi_{0}\right\}=R\left\{\theta^{\prime}, \phi^{\prime}\right\}, \quad u_{0}=\frac{1}{\omega_{1}}\left[u^{\prime}+f\left(\theta^{\prime}, \phi^{\prime}\right)\right]$,
$\theta_{1}=-\frac{J\left(f, \phi_{0}\right)}{J\left(\theta_{0}, \phi_{0}\right)}, \quad \phi_{1}=\frac{1}{\sin ^{2} \theta_{0}} \frac{J\left(f, \theta_{0}\right)}{J\left(\theta_{0}, \phi_{0}\right)}$,
$\omega_{1}=$ const $\neq 0, \quad \omega_{2}=0$,
$u_{1}=-\frac{\omega_{1}}{2}\left[\left(\frac{\partial f}{\partial \theta^{\prime}}\right)^{2}+\frac{1}{\sin ^{2} \theta^{\prime}}\left(\frac{\partial f}{\partial \phi^{\prime}}\right)^{2}\right]$,
where $J(\Theta, \Phi)$ is the Jacobian $J\left(\Theta, \Phi ; \theta^{\prime}, \phi^{\prime}\right)$.
Note that in the above transformation $\theta_{0}, \phi_{0}, f, u_{1}, \theta_{1}$, and $\phi_{1}$ depend only on $\theta^{\prime}, \phi^{\prime}$, while $\omega_{1}$ is independent of $u^{\prime}, \theta^{\prime}$, $\phi^{\prime}$.

Finally, to find the transformation which preserves the form of $\tilde{g}_{\mu \nu}^{(4)}$ we add the condition $\tilde{g}_{00}^{\prime(4)}=\omega^{\prime 2}+O_{3}$. We find no additional restriction for the transformation. Hence we have the following:

Proposition 4: The most general transformation which preserves the form of $\tilde{g}_{\mu \nu}^{(4)}$ is given by Eqs. (40)-(43) with Eqs. (54)-(57) satisfied.

It should be emphasized that the coefficients of $\omega^{\prime}$ (e.g., $u_{2}, \theta_{2}$, etc.) which do not appear in each case are completely arbitrary. Also the transformation of Proposition 3 or 4 contains the transformation $\left\{\theta_{0}, \phi_{0}\right\}=R\left\{\theta^{\prime}, \phi^{\prime}\right\}$,
$u_{0}=u^{\prime}+f\left(\theta^{\prime}, \phi^{\prime}\right)$ which is a BMS transformation with conformal factor $K=1$. If $T_{1}, T_{2}, T_{3}, T_{4}$ are the classes of transformations which preserve $\tilde{g}_{\mu \nu}^{(1)}, \tilde{g}_{\mu \nu}^{(2)} \tilde{g}_{\mu \nu}^{(3)}, \bar{g}_{\mu \nu}^{(4)}$ respectively (that is the transformations of Propositions $1,2,3,4$ ), then the following can be easily proven:

Proposition 5: Each one of $T_{1}, T_{2}, T_{3}, T_{4}$ is a group and $T_{1} \supset T_{2} \supset T_{3}=T_{4}$.

We turn now to the second general question: Are there transformations which reduce one form of $\tilde{g}_{\mu \nu}$ to another? To reduce $\tilde{g}_{\mu \nu}^{(1)}$ to $\tilde{g}_{\mu \nu}^{(2)}$ we must find a transformation which satisfies Eqs. (44) and (45) and gives $\tilde{g}_{\mu \nu}^{(1)}=O_{2}$. This condition gives $\partial \omega_{1} / \partial u^{\prime}=\frac{1}{2} \beta_{00}$ which does not contradict with Eqs. (44) and (45). Hence there is such a transformation (but it depends on the metric). To reduce $\tilde{g}_{\mu \nu}^{(2)}$ to $\tilde{g}_{\mu \nu}^{(3)}$ we must find a transformation which satisfies Eqs. (46) and (47) and six more equations with left-hand sides those of Eqs. (48)-(53) but with right-hand sides linear combinations of $\beta_{01}, \beta_{02}, \beta_{03}, \alpha_{11}, \alpha_{12}, \alpha_{13}$. After some calculations it can be shown that this system has no solution in general. Hence in general $\tilde{g}_{\mu \nu}^{(2)}$ cannot be reduced to $\tilde{g}_{\mu \nu}^{(3)}$. Finally, to reduce $\tilde{g}_{\mu \nu}^{(3)}$ to $\bar{g}_{\mu,}^{(4)}$ we must find a transformation which satisfies Eqs. (54)-(57) and gives $\tilde{g}_{o 0}^{\prime(3)}=\omega^{\prime 2}+O_{3}$. This condition gives $\gamma_{00}=1$ which is not true in general. The above results are summarized in the following proposition.

Proposition 6: There are transformations which will reduce $\tilde{g}_{\mu \nu}^{(1)}$ to $\tilde{g}_{\mu \nu^{*}}^{(2)}$ In general there are no transformations which will reduce $\tilde{g}_{\mu \nu}^{(2)}$ to $\tilde{g}_{\mu \nu}^{(3)}$ or $\tilde{g}_{\mu \nu}^{(3)}$ to $\tilde{g}_{\mu \nu}^{(4)}$.

We conclude that if we want an asymptotically Minkowskian space-time to behave as $\tilde{g}_{\mu \nu}^{(3)}$ or $\tilde{g}_{\mu \nu}^{(4)}$ in some appropriate coordinate system, this property must be imposed on the space-time by a coordinate-independent condition.
Hence we have the same choices of appropriate conditions as in Sec. 3. We have only to find out which conditions will guarantee the existence of a coordinate system in which the metric will have the form of $\tilde{g}_{\mu \nu}^{(3)}$ or $\tilde{g}_{\mu \nu}^{(4)}$.

If $\tilde{g}_{\mu \nu}=\tilde{g}_{\mu \nu}^{(4)} \nu \cdot$ can easily prove that there is a unique
choice of $u_{2}, \theta_{2}, \phi_{2}$ such that the transformation (40)-(43) gives $\tilde{g}_{11}^{\prime}, \tilde{g}_{12}^{\prime}, \tilde{g}_{13}^{\prime}$ all $O_{2}$. Hence we have the following proposition which will be used to simplify $\tilde{g}_{\mu \nu}$ in the definition of Sec. 5:

Proposition 7: If $\tilde{g}_{\mu v}=\tilde{g}_{\mu \nu}^{(4)}$, then there is a coordinate system in which $\tilde{g}_{\mu \nu}=\tilde{g}_{\mu v}^{(5)}$, where $\tilde{g}_{\mu \nu}^{(5)}=\tilde{g}_{\mu \nu}^{(4)}$ but with $\beta_{11}=\beta_{12}=\beta_{13}=0$.

## 5. THEOREMS AND DEFINITION

In this section we give two theorems which relate the conditions of Sec. 3 to the existence of a coordinate system in which the metric takes a specific form and two theorems which essentially give the necessary and sufficient conditions on the Ricci tensor of the physical space-time in order to have $\widetilde{C}_{\lambda \mu \rho \nu} \triangleq 0$. These theorems indicate which spacetime should be called asymptotically flat in order to have a definition in a covariant way as well as in terms of a special coordinate system.

Theorem 1: Let a space-time ( $\mathscr{M}, \mathbf{g}$ ) be weakly asymptotically simple at future null infinity and ( $\widetilde{\mathscr{M}}, \tilde{\mathbf{g}})$ the conformal space with conformal factor $\Omega$ and (future null) boundary $\mathscr{I}^{+}$defined by $\Omega=0$. Then the hypersurface $\mathscr{I}+$ is isometric to $\mathscr{I}_{M}^{+}$and $\Omega_{; \mu \nu} \hat{=} 0$ if and only if there is a coordinate system ( $u, \omega, \theta, \phi$ ) in which $\Omega=\omega$ and in a neighborhood of $\mathscr{F}^{+}$the conformal (unphysical) metric is of the form $\tilde{\mathfrak{g}}_{\mu \nu}^{(3)}$ for $-\infty<u<\infty, 0 \leqslant \omega<\omega_{0}$ and $\theta, \phi$ as usual.

Proof: Let $\mathscr{I}^{+}$be isometric to $\mathscr{F}_{M}^{+}$and $\Omega_{; \mu \nu} \widehat{=} 0$. Then a coordinate system ( $u, \omega, \theta, \phi$ ) exists (Sec. 2) with $\omega=\Omega$ in which on a neighborhood of $\mathscr{F}+$ the metric is of the form $\tilde{g}_{\mu v}^{(1)}$. In this coordinate system the equation $\Omega_{; \mu \nu} \widehat{=} 0$ gives $\beta_{00}=\beta_{01}-\frac{1}{2} \alpha_{11,0}=\beta_{02}-\alpha_{12,0}=\beta_{03}-\alpha_{13,0}=0$. From the transformations considered in Sec. 4 we choose $u=u^{\prime}+u_{1} \omega^{\prime}, \omega=\omega^{\prime}, \theta=\theta^{\prime}+\theta_{1} \omega^{\prime}, \phi=\phi^{\prime}+\phi_{1} \omega^{\prime}$. Each one of $\alpha_{11}, \alpha_{12}, \alpha_{13}, \beta_{00}, \beta_{01}, \beta_{02}, \beta_{03}$ is a function of $u, \theta, \phi$. Expanding in powers of $\omega^{\prime}$ we have

$$
\begin{aligned}
& \alpha_{12}(u, \theta, \phi)=\alpha_{12}^{0}+O_{1} \\
& \alpha_{12,0} \equiv \frac{\partial \alpha_{12}(u, \theta, \phi)}{\partial u}=\frac{\partial \alpha_{12}^{0}}{\partial u^{\prime}}+O_{1}, \quad \text { etc. }
\end{aligned}
$$

where $\alpha_{12}^{0} \equiv \alpha_{12}\left(u^{\prime}, \theta^{\prime}, \phi^{\prime}\right)$, etc. Hence we have

$$
\begin{aligned}
\beta_{00}^{0} & =\beta_{01}^{0}-\frac{1}{2} \frac{\partial \alpha_{11}^{0}}{\partial u^{\prime}}=\beta_{02}^{0}-\frac{\partial \alpha_{12}^{0}}{\partial u^{\prime}} \\
& =\beta_{03}^{0}-\frac{\partial \alpha_{13}^{0}}{\partial u^{\prime}}=0
\end{aligned}
$$

Because of these equations the above transformation with

$$
\begin{aligned}
& u_{1}=\frac{1}{2}\left[\alpha_{11}^{0}+\left(\alpha_{12}^{0}\right)^{2}+\sin ^{-2} \theta\left(\alpha_{13}^{0}\right)^{2}\right] \\
& \theta_{1}=\alpha_{12}^{0}, \quad \phi_{1}=\sin ^{-2} \theta^{\prime} \alpha_{13}^{0}
\end{aligned}
$$

reduces $\tilde{g}_{\mu v}^{(1)} \operatorname{to} \tilde{g}_{\mu v}^{(3)}$. This is proved easily by direct calculation of $\tilde{g}_{\mu \nu}^{\prime(1)}$. The converse is obvious because the hypersurface $\mathscr{I}+$ ( $\omega=0$ ) has induced metric $\tilde{\gamma}_{i j}$ and $\Omega_{; \mu \nu} \hat{=} 0$ is satisfied automatically (Sec. 3).

Theorem 2: Let $(\mathscr{M}, g)(\tilde{\mathscr{M}}, \tilde{g}), \mathscr{I}^{+}, \Omega$ be as Theorem 1. Then $\mathscr{I}+$ is isometric to $\mathscr{T}_{M}^{1}, \Omega_{; \mu \nu} \hat{=} 0$ and $\Omega^{-2} \Omega_{; \mu} \Omega^{\mu}=-1$ if and only if there is a coordinate system ( $u, \omega, \theta, \phi$ ) in which $\Omega=\omega$ and in a neighborhood of $\mathscr{I}+$ the conformal metric is of the form $\tilde{g}_{\mu \nu}^{(4)}$ for $-\infty<u<\infty$, $0 \leqslant \omega<\omega_{0}$, and $\theta, \phi$ as usual.

Proof: Let $\mathscr{I}^{+}$be isometric to $\mathscr{I}_{M}^{+}, \Omega_{; \mu \nu} \widehat{=} 0$ and $\Omega^{-2} \Omega_{; \mu} \Omega{ }^{; \mu} \widehat{=}-1$. Then (Theorem 1) there is a coordinate $\operatorname{system}(u, \omega, \theta, \phi)$ in which $\Omega=\omega$, and the metric is of the form $\tilde{g}_{\mu \nu}^{(3)}$. In this coordinate system the condition $\Omega^{-2} \Omega_{; \mu} \Omega^{\mu}=-1$ gives [Sec. 3, condition (iv)] $\gamma_{\infty 0}=1$. Hence the metric is of the form $\tilde{g}_{\mu}^{(4)}$. The reverse is again obvious.

From Theorems 1 and 2 we conclude that an appropriate definition of asymptotic flatness should include a demand for the conformal metric to behave as $\tilde{g}_{\mu \nu}^{(3)}$ or, better, $\tilde{g}_{\mu \nu}^{(4)}$. Unfortunately it seems that there is no similar theorem for $\widetilde{C}_{\lambda \mu \rho v} \hat{=} 0$ However, if $\widetilde{C}_{\lambda \mu \rho v} \hat{=} 0$, then we can still give a general explicit expression of the metric which automatically satisfies the conditions $\Omega_{; \mu \nu} \hat{=} 0, \Omega^{-2} \Omega_{; \mu} \Omega^{\mu} \widehat{=}-1$, and $\widetilde{C}_{\lambda \mu \nu \nu} \widehat{=} 0$. Furthermore, although $\widetilde{C}_{\lambda \mu \rho v} \hat{} 0$ is not equivalent to a condition of the form $R_{\mu}{ }^{\nu}=O\left(\Omega^{n}\right)$, we can find conditions for the physical Ricci tensor which are equivalent to $\widetilde{C}_{\lambda \mu \rho v} \widehat{=} 0$. From the structure of Eqs. (A15)-(A23) we observe that in order to get $A=B=C=E=F=0$ without getting $D=G=0$ we have to somehow substract the derivatives of $R_{1}{ }^{0}$ from the other components of $R_{\mu}{ }^{\nu}$. Testing several tensor expressions we find the following theorems:

Theorem 3: If a space-time satisfies conditions A and B of Sec. 2 and $\Omega_{; \mu \nu} \widehat{=} 0$, then the condition $\widetilde{C}_{\lambda \mu \rho v} \widehat{=} 0$ is equivalent to the condition $S_{\lambda \mu}{ }^{v}=O\left(\Omega^{4}\right)$, where

$$
\begin{equation*}
\left.S_{\lambda \mu}{ }^{v}=\Omega_{;[\lambda} R_{\mu]}^{v}+\Omega R_{[\lambda}{ }^{v} ; \mu\right] . \tag{58}
\end{equation*}
$$

Proof: Since $\Omega_{; \mu v} \widehat{=} 0$, there is a coordinate system in which $\tilde{g}_{\mu \nu}=\tilde{g}_{\mu \nu}^{(3)}$. In that system the components of $S_{\lambda \mu}{ }^{\nu}$ are given by Eqs. (A24)-(A34). Each of the conditions $\widetilde{C}_{\lambda \mu \rho v} \triangleq 0$ and $S_{\lambda \mu}{ }^{v}=O\left(\Omega^{4}\right)$ is equivalent (in this coordinate system) to the set $A=B=C=E=F=0$. Hence these two tensor conditions are equivalent.

Therorem 4: If a space-time satisfies conditions $A$ and B of Sec. 2, then the conditions $\Omega_{; \mu v} \widehat{=} 0$ and $\widetilde{C}_{\lambda \mu \nu v} \hat{=} 0$ are equivalent to the conditions $R_{\mu}{ }^{\prime \prime}=O\left(\Omega^{2}\right)$ and
$S_{\lambda \mu}{ }^{v}=O\left(\Omega^{4}\right)$.
Proof: This is a direct consequence of the equivalence of the condition $\Omega_{; \mu v} \widehat{=} 0$ to the condition $R_{\mu}{ }^{v} \widehat{=} O\left(\Omega^{2}\right)$ and the previous theorem.

As a result of the established properties (Secs. 3-5) we propose the following definition:

Definition: A space-time ( $\mathscr{M}, \mathbf{g}$ ) is asymptotically Minkowskian at future null infinity if it is weakly asympotically simple (let $\Omega$ be the conformal factor, $\mathscr{F}$ be the hypersurface $\Omega=0$, and $\tilde{\mathbf{g}}$ the conformal metric) and satisfies one of the following three equivalent sets of conditions:
(a) There is a subset $\mathscr{F}^{+}$of $\mathscr{F}$ which is isometric to $\mathscr{I}_{M}^{+}$and on $\mathscr{I}^{+} \Omega^{-2} \Omega_{; \mu} \Omega^{; \mu} \hat{=}-1, \Omega_{; \mu \nu} \widehat{=} 0, \widetilde{C}_{\lambda \mu \rho v} \hat{=} 0$.
(b) There is a subset $\mathscr{I}^{+}$of $\mathscr{I}$ which is isometric to $\mathscr{I}_{M}^{+}$, and on $\mathscr{F}+\Omega^{-2} \Omega_{i \mu} \Omega^{; \mu} \hat{=}-1, R_{\mu}{ }^{\nu}=O\left(\Omega^{2}\right)$, $S_{\lambda \mu}{ }^{v}=O\left(\Omega^{4}\right)$.
(c) There is a coordinate system ( $u, \omega, \theta, \phi$ ) in which on a neighborhood of a subset $\mathscr{J}^{+}$of $\mathscr{I}$ we have $\Omega=\omega$ and the unphysical metric is of the form
unphysical metric is of the form

$$
\tilde{g}_{\mu, 2}=\left[\begin{array}{cccc}
\omega^{2}+O_{3} & -1+O_{2} & {\left[\sin ^{-2} \theta V_{, 3}+\frac{1}{2}(U-\Phi)_{9_{2}}+\cot \theta U\right] \omega^{2}+O_{3}} & {\left[V_{.2}+\cot \theta V-\frac{1}{2}(\Phi+U)_{, 3}\right] \omega^{2}+O_{3}}  \tag{59}\\
\ldots & O_{2} & O_{2} & O_{2} \\
\ldots & \ldots & -1+(\Phi+U) \omega+\left(W-\frac{1}{2} \Phi U\right) \omega^{2}+O_{3} & 2 V \omega-\Phi V \omega^{2}+O_{3} \\
\ldots & \ldots & \ldots & -\sin ^{2} \theta+\sin ^{2} \theta(\Phi-U) \omega+\sin ^{2} \theta\left(W+\frac{1}{2} \Phi V\right) \omega^{2}+O_{3}
\end{array}\right],
$$

where $-\infty<u<\infty, 0 \leqslant \omega<\omega_{0}, \theta, \phi$ as usual and $U, V, W$ are functions of $u, \theta, \phi$, while $\Phi$ is a function of $\theta, \phi$ only.
Obviously in this definition the condition $\Omega_{; \mu v} \widehat{=} 0$ can be replaced by the equivalent condition (vi) or (vii) of Sec. 3. Furthermore, since the condition $\Omega^{-2} \Omega_{; \mu} \Omega^{\prime \mu} \widehat{=}-1$ has been included in the definition, the requirement that a subset $\mathscr{I}+$ of $\mathscr{I}$ isometric to $\mathscr{I}_{M}^{+}$exists can be weakened. If $S^{2}$ is the unit two-dimensional sphere with the usual metric imposed on it and $R^{1}$ the real line, then it is enough to assume that $\mathscr{I} \supset R^{1} \times S^{2}$. Then there is a coordinate system $(u, \theta, \phi)$ on $\mathscr{I}{ }^{+} \equiv R^{1} \times S^{2}$ in which the metric $\tilde{\gamma}_{i j}$ is of the form given by Eq. (2) with perhaps $\tilde{\gamma}_{00} \neq 0$. But $\Omega_{; \mu}{ }^{; \mu} \hat{=} 0$ from which $\tilde{\gamma}_{00}=0$. Thus $\mathscr{I}+$ is isometric to $\mathscr{I}_{M}^{+}$. Finally, it should be emphasized that the fact the metric can be written explicitly as in Eq. (59) is due to the tensor conditions of the definition and the property that Eqs. (26) can be solved explicitly with respect to the $\gamma_{\mu \nu}$ 's they contain.

## 6. REMARKS AND CONCLUSIONS

Since many properties of the space-time we want to call asymptotically flat are consequences of $\widetilde{C}_{\lambda_{i t} \rho v} \widehat{=} 0$ we have included this condition into the definition of asymptotic flatness. ${ }^{19}$ Thus we propose that we distinguish four classes of space-times. In increasing order of specialization these classes are:

1. Weakly asymptotically simple space-times denoted by WASS.
2. Almost asymptotically flat space-times (AAFS) which also satisfy Condition B of Sec. 2 and $\Omega_{: u v}=0$,
$\Omega^{-2} \Omega_{1 \mu} \Omega^{\mu} \hat{=}-1$.
3. Asymptotically flat space-times (AFS), that is which also satisfy the condition $\widetilde{C}_{\lambda \mu p} \hat{=} 0$.
4. Asymptotically flat and empty space-times (AFES), that is AFS which also satisfy the condition $R_{\mu}{ }^{v}=O\left(\Omega^{4}\right)$.

The definition given in the previous section refers to the third class. The corresponding physical metric in coordinates ( $u, r, \theta, \phi$ ) can be compared to metrics used in previous works. The metrics used by Bondi et al. ${ }^{1}$ and Sachs ${ }^{5}$ have $\alpha_{11}=\alpha_{12}=\alpha_{13}=\beta_{00}=\beta_{01}=\beta_{02}=\beta_{03}=0, \gamma_{00}=1$ and hence satisfy $\Omega_{; \mu \nu} \widehat{=} 0$ and $\Omega{ }^{-2} \Omega_{; \mu} \Omega^{; \mu} \widehat{=}-1$ as a result of their construction. The metric used by Persides ${ }^{6,8}$ has $\alpha_{11}$, $\alpha_{12}, \alpha_{13}, \beta_{01}$ different from zero. Hence in general it does not represent asymptotically flat space-time. However, if we assume the Einstein field equations, then the coefficients satisfy Eqs. (19) and the space-time becomes asymptotically flat.

Properties of asymptotically flat space-times can be proved easily in a coordinate system in which $\tilde{g}_{\mu v}=\tilde{g}_{\mu v}^{(4)}$. Thus if

$$
\begin{equation*}
L_{\mu v}=R_{\mu v}+\kappa R g_{\mu v}, \quad \widetilde{L}_{\mu \nu}=\widetilde{R}_{\mu \nu}+\kappa \tilde{R} \tilde{g}_{\mu v} \tag{60}
\end{equation*}
$$

where $\kappa$ is an arbitrary constant, then straightforward calculations on $\mathscr{I}^{+}$give

$$
\begin{align*}
& L_{\mu \nu} \Omega^{; v} \hat{=} 0, \widetilde{L}_{\mu v} \Omega^{; v} \widehat{=} \Omega_{; \rho}  \tag{61}\\
& \widetilde{L}_{\lambda_{\mu ; \nu}} \Omega^{; \nu} \Omega^{; \nu} \widehat{=} 0, \quad \Omega_{; \mu v \rho} \Omega^{; \mu} \widehat{=}-\Omega_{; v} \Omega_{; \rho} . \tag{62}
\end{align*}
$$

Properties of almost asymptotically flat space-times can be established in a similar way. For example, we can prove that for an AAFS energy can be defined iff $\Omega^{-1} \Omega_{\mu} \Omega^{\mu} \widehat{=}-2$ or $\widetilde{R} \hat{=} 0$. The proof is simple in a coordinate system in which $\tilde{g}_{q 2}=\tilde{g}_{\mu \nu}^{(4)}$, since there Eq. (14) or Eq. (34) imply Eq. (15) which is the necessary and sufficient condition for the convergence of the energy integral (then and only then the integrand ${ }^{6}$ starts with an $\omega^{2}=r^{-2}$ term).

Throughout this work we studied asymptotic flatness at future null infinity. Past null infinity can be studied in a similar way. Also the global requirement that $\mathscr{F}^{+}$be isometric to $\mathscr{I}_{M}^{+}$can be relaxed to incorporate space-times which have a part of $\mathscr{I}^{1}$ removed. Thus we can have partially AFS which satisfy the requirements of the AF space-time on some three-dimensional subset $\mathscr{F}_{p}^{+}$of $\mathscr{I}$ such that $\mathscr{F}_{p}^{+}$ is isometric to a subset of $\mathscr{I}_{\mathrm{M}}^{+}$.
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## APPENDIX

Let $g_{\mu \nu}$ be the physical metric and $\tilde{g}_{\mu \nu}=\Omega^{2} g_{\mu \nu}$ the un. physical metric as given by Eq. (6). We define

$$
\begin{align*}
& \Phi=\frac{1}{2} \beta_{22}+\frac{1}{2 \sin ^{2} \theta} \beta_{33},  \tag{A1}\\
& U=\frac{1}{2} \beta_{22}-\frac{1}{2 \sin ^{2} \theta} \beta_{33}  \tag{A2}\\
& V=\frac{1}{2} \beta_{23},  \tag{A3}\\
& W=\frac{1}{2} \gamma_{22}+\frac{1}{2 \sin ^{2} \theta} \gamma_{33},  \tag{A4}\\
& A=\gamma_{00}-1+\Phi_{.0}  \tag{A5}\\
& B=\gamma_{02}-\frac{1}{\sin ^{2} \theta} V_{.3}+\frac{1}{2}(\Phi-U)_{.2}-\cot \theta U-\frac{1}{2} \beta_{12,0}  \tag{A6}\\
& C=\gamma_{03}-V_{.2}-\cot \theta V+\frac{1}{2}(\Phi+U)_{.3}-\frac{1}{2} \beta_{13,0}  \tag{A7}\\
& D=4 \gamma_{01}+2 W+\frac{1}{2}\left(\Phi^{2}+U^{2}\right)+\frac{2}{\sin ^{2} \theta} V^{2}
\end{align*}
$$

$$
\begin{equation*}
-\beta_{12,2}-\frac{\beta_{13.3}}{\sin ^{2} \theta}-\beta_{12} \cot \theta-\beta_{11,0} \tag{A8}
\end{equation*}
$$

$$
E=\frac{1}{2} \gamma_{22}-\frac{1}{2 \sin ^{2} \theta} \gamma_{33}+\frac{1}{2} \Phi U-\frac{1}{2} \beta_{12,2}
$$

$$
\begin{equation*}
+\frac{1}{2 \sin ^{2} \theta} \beta_{13,3}+\frac{1}{2} \cot \theta \beta_{12} \tag{A9}
\end{equation*}
$$

$$
\begin{equation*}
F=\gamma_{23}+\Phi V-\frac{1}{2} \beta_{12,3}-\frac{1}{2} \beta_{13,2}+\cot \theta \beta_{13} \tag{A10}
\end{equation*}
$$

$$
G=6 \delta_{01}+3 \delta_{22}+\frac{3}{\sin ^{2} \theta} \delta_{33}
$$

$$
\begin{equation*}
+\left(\text { terms with } \beta_{\mu v} \text { and } \gamma_{\mu} \text {. only }\right) \tag{A11}
\end{equation*}
$$

If there is a coordinate system in which $\tilde{g}_{\mu v}=\tilde{g}_{\mu v}^{(3)}$, then straightforward calculations in this coordinate system give the (unphysical) Weyl tensor

$$
\begin{equation*}
3 \widetilde{C}_{0101}{ }^{\mathrm{c} 25 \xi} \widehat{\widehat{C}} \widetilde{C}_{0212} \widehat{\cong} 6 \sin ^{-2} \theta \widetilde{C}_{0313} \hat{=}-2 \sin ^{-2} \theta \widetilde{C}_{2323} \stackrel{\mathrm{cf25} \mathrm{\xi}}{\cong} A, \tag{A12}
\end{equation*}
$$

$2 \widetilde{C}_{0112} \hat{\cong}-2 \sin ^{-2} \theta \widetilde{C}_{1323} \widehat{=}-B, \quad 2 \widetilde{C}_{0113} \hat{=} 2 \widetilde{C}_{1223} \hat{=}-C$,
$\widetilde{C}_{1212} \xlongequal[=]{ }-\sin ^{-2} \theta \widetilde{C}_{1313} \hat{=} E, \quad \widetilde{C}_{1213} \xlongequal{ }$ O $F$,
with zero the remaining components. In the same coordinate system $g_{\mu,}=g_{\mu^{2}}^{(3)}=\Omega^{-2} \tilde{g}_{\mu \nu}^{(3)}$ and the (physical) Ricci tensor can be written (with $\Omega=\omega$ )

$$
\begin{equation*}
R_{\mu}{ }^{v}=C_{\mu}{ }^{1} \omega^{2}+D_{\mu}{ }^{"} \omega^{3}+O_{4} \tag{A15}
\end{equation*}
$$

with
$C_{2}{ }^{2}=C_{3}{ }^{3}=-A, \quad C_{2}{ }^{0}=C_{1}{ }^{2}=B$,
$C_{3}{ }^{0}=\sin ^{2} \theta C_{1}^{3}=C, \quad C_{1}^{0}=D$,
$D_{0}{ }^{0}=D_{1}{ }^{1}=\frac{1}{2} D_{, 0}, \quad D_{0}{ }^{1}=A_{.0}, \quad D_{0}{ }^{2}=D_{2}{ }^{1}=B_{.0}$,
$D_{0}{ }^{3} \sin ^{2} \theta=D_{3}{ }^{2}=C_{0}, \quad D_{1}{ }^{0}=G, \quad D_{3}{ }^{2}=\sin ^{2} \theta D_{2}{ }^{3}=F_{0}$,
$D_{2}{ }^{2}-E_{0}=D_{3}{ }^{3}+E_{0}=-\Phi A+B_{, 2}+\cot \theta B+\sin ^{-2} \theta C_{.3}$,
$D_{2}{ }^{0}=\Phi B+\frac{1}{2} D_{.2}-E_{.2}-2 \cot \theta E-\sin ^{-2} \theta F_{.3}$,
$D_{3}{ }^{0}=\Phi C+\frac{1}{2} D_{.3}+E_{.3}-F_{, 2}-\cot \theta F$,
$D_{1}{ }^{2}=(2 \Phi+U) B+\beta_{12} A+\frac{1}{2} D_{.2}+\sin ^{-2} \theta \beta_{23} C$

$$
\begin{equation*}
-E_{.2}-2 \cot \theta E-\sin ^{-2} F_{.3} \tag{A22}
\end{equation*}
$$

$D_{1}{ }^{3} \sin ^{2} \theta=(2 \Phi-U) C+\beta_{13} A+\frac{1}{2} D_{.3}+\beta_{23} B+E_{.3}$

$$
\begin{equation*}
-F_{, 2}-\cot \theta F \tag{A23}
\end{equation*}
$$

with the remaining $C_{\mu}{ }^{\text {" }}$ equal to zero. Finally for $S_{\lambda \mu}{ }^{\prime}$ we have

$$
\begin{equation*}
S_{\mu \nu}{ }^{\prime \prime}=\mathscr{C}_{\mu \mu}{ }^{\prime} \omega^{2}+\mathscr{D}_{\lambda \mu}{ }^{\prime} \omega^{3}+O_{4} \tag{A24}
\end{equation*}
$$

with
(A31)

$$
\mathscr{O}_{12}^{0}=-\Phi B+\frac{1}{2} \sin ^{-2} \theta V C+E_{.2}+2 \cot \theta E+\sin ^{2} \theta F_{.3},
$$

$y_{13}{ }^{0}=-\Phi C+\frac{1}{2} V B-E_{3}+F_{.2}+\cot \theta F$,

$$
\begin{equation*}
\mathscr{F}_{23}{ }^{0}=\frac{1}{2} V A+\frac{1}{2} B_{3}-\frac{1}{2} C_{2}, \tag{A33}
\end{equation*}
$$

with the remaining $\mathscr{C}_{\lambda_{\mu}}{ }^{\prime \prime}$ and $\mathscr{S}_{\lambda \mu}{ }^{\prime \prime}$ equal to zero.

$$
\begin{align*}
& \mathscr{C}_{12}^{0}=-\frac{1}{2} B, \quad \ell_{13}^{0}=-\frac{1}{2} C, \quad \ell_{12}^{2}=\varnothing_{13}^{3}=\frac{1}{2} A, \\
& \mathscr{f}_{02}{ }^{2}=-\mathscr{H}_{01}{ }^{2}=\frac{1}{2} \mathscr{A}_{12}{ }^{1}=-\frac{1}{2} B_{0}, \\
& \therefore{ }_{03}{ }^{0}=-\sin ^{2} \theta_{0} y_{01}{ }^{3}=\frac{1}{2} \mathscr{A}_{13}{ }^{1}=-\frac{1}{2} C_{0}, \\
& y_{01}^{1}=y_{02}{ }^{2}=y_{03}^{3}=\frac{1}{2} A_{0}, \quad y_{23}^{2}=-\frac{1}{2} A_{3} \text {, } \\
& y_{23}{ }^{3}=\frac{1}{2} A_{2}, \\
& \mathscr{F}_{12}{ }^{2}=\frac{1}{4}(3 \Phi-U) A-B_{2}-\cot \theta B-\sin ^{-2} \theta C_{.3}-E_{0},  \tag{A28}\\
& \mathscr{S}_{13}{ }^{3}=\frac{1}{4}(3 \Phi+U) A-B_{.2}-\frac{1}{2} \cot \theta B-\frac{1}{2} \sin ^{-2} \theta C_{.3}+E_{.0},  \tag{A29}\\
& F_{13}{ }^{2}=-\frac{1}{2} V A+\frac{1}{2} B_{3}-\frac{1}{2} \cot \theta C-F_{0},  \tag{A30}\\
& \gamma_{12}{ }^{3}=-\frac{1}{2} V A+\frac{1}{2} \sin ^{-2} \theta C_{2}-\frac{1}{2} \cot \theta C-\frac{1}{4} \sin ^{-2} \theta F_{0},
\end{align*}
$$
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This paper studies the conditions under which Cauchy data $(\bar{g}, \bar{\pi}, \bar{\nu}, \bar{T})$ for an asymptotically flat spacetime are determined by the freely specifiable York data $(g, \sigma, v, T)(\tau=0)$, where $\operatorname{tr}_{g} \sigma=0$, $\operatorname{div}_{g} \sigma=8 \pi \nu$. It is shown that the space of such $\sigma$ 's is infinite dimensional. Furthermore,it is shown that ( $g, \sigma, \nu, T$ ) determine conformally equivalent Cauchy data if and only if $g$ is conformally equivalent to an asymptotically flat metric with nonnegative scalar curvature.

## INTRODUCTION

In the Cauchy formulation for constructing a spacetime satisfying the Einstein field equations, $G_{\mu \nu}=8 \pi T_{\mu \nu}$, and containing a spacelike hypersurface $M$, one specifies the following initial data on $M$ (see Choquet-Bruhat and York, ${ }^{1}$ York, ${ }^{2}$ or Fischer and Marsden ${ }^{3}$ for various general treatments of the Cauchy problem):
$\bar{g}$-a Riemannian metric on $M$,
$\vec{\pi}$-a symmetric covariant 2-tensor on $M$,
$\bar{v}-$ a vector field on $M$,
$\bar{T}$-a positive function on $M$.
(In some formulations $\bar{\pi}$ is given as a tensor density; we will use tensors throughout the paper. Also, unless explicitly written otherwise, we will treat all tensors in the form with all indices lowered.) $\bar{\pi}$ is the momentum conjugate to the $\bar{g}$ 's and is related to the second fundamental form $k$ of the embedding of $M$ in the spacetime by the formula $\bar{\pi}=\left(\operatorname{tr}_{\bar{g}} k\right) \bar{g}-k . \bar{v}$ is the current density of $T_{\mu \nu}$ on $M$ and $\bar{T}$ is the energy density of $T_{\mu \nu}$ on $M$ (hence $\bar{T} \geqslant 0$ ).

The initial data ( $\bar{g}, \bar{\pi}, \bar{v}, \bar{T}$ ) are not freely specifiable but must satisfy the constraint equations:
$\operatorname{div}_{\bar{g}} \bar{\pi}=-8 \pi \bar{v}, \quad R(\bar{g})+\frac{1}{2}\left(\operatorname{tr}_{\bar{g}} \bar{\pi}\right)^{2}-\bar{\pi} \cdot \bar{\pi}=16 \pi \bar{T}$.
Our notation using the summation convention is $\operatorname{div}_{g} k$ $=k_{\mid b}^{a b}, k \cdot k=k^{a b} k_{a b}, \operatorname{tr}_{g} k=g^{a b} k_{a b}$, and $R(g)$ is the scalar curvature of $g$. Differentiation is taken with respect to $g$.

Using conformal methods, York determined the freely specifiable "pieces" of the initial data (York, ${ }^{2}$ York, ${ }^{4}$
O'Murchadha and York ${ }^{5}$ and Choquet-Bruhat and York ${ }^{1}$ ). These are
$g$-a conformal metric on $M$,
$\sigma$-a symmetric 2-tensor satisfying $\operatorname{tr}_{g} \sigma=0$,
$\operatorname{div}_{g} \sigma=8 \pi v$,
$v$-a vector field on $M$,
$T$-a positive function on $M$,
$\tau$-a function on $M$.

[^14]$\tau$ is the mean curvature of the embedding of $M$ in the constructed spacetime. ( $g, \sigma, v, T, \tau$ ) is called York data on $M$.

If it is assumed $\tau$ is constant on $M$, one can determine an initial data set ( $\bar{g}, \bar{\pi}, \bar{v}, \bar{T}$ ) from York data ( $g, \sigma, v, T, \tau$ ) by solving

$$
\begin{equation*}
8 \Delta_{g} \varphi-R(g) \varphi+M \varphi^{-7}+16 \pi T \varphi^{-3}+\frac{2}{3} \tau^{2} \varphi^{5}=0, \tag{1}
\end{equation*}
$$

where $\varphi>0, \Delta_{g} \varphi=g^{a b} \varphi_{\mid a b}$, and $M=\sigma \cdot \sigma \geqslant 0$. Then $\bar{g}=\varphi^{4} g, k=\varphi^{-2} \sigma+\frac{1}{3} \varphi^{4} \tau g, \bar{\pi}=\left(\operatorname{tr}_{\bar{g}} k \bar{g}-k\right.$, $\bar{v}=\varphi^{-10} v$, and $\bar{T}=\varphi^{-8} T$. Note that $g$ is given only up to conformal equivalence. Because of this, the initial data ( $\bar{g}, \bar{\pi}, \bar{v}, \bar{T}$ ) is uniquely determined by the York data in the following sense: If we start with $g^{\prime}=\alpha^{4} g$, and set $\sigma^{\prime}=\alpha^{-10} \sigma, v^{\prime}=\alpha^{-10} v, T^{\prime}=\alpha^{-8} T$, and $\tau^{\prime}=\tau$, then ( $g, \sigma, v, T, \tau$ ) and ( $g^{\prime}, \sigma^{\prime}, v^{\prime}, T^{\prime}, \tau^{\prime}$ ) determine the same initial data (York ${ }^{2,4}$ ).

In the asymptotically flat case with $M=\mathbb{R}^{3}$, it is usually assumed that $\tau=0$. This allows $M$ to be spacelike at infinity. (For a discussion of asymptotically flat spacetimes allowing such spacelike hypersurfaces, see Cantor et al. ${ }^{6}$ and Tipler and Marsden. ${ }^{7}$ ) Thus, the York data will from now on be given as a 4-tuple ( $g, \pi, v, T$ ). Also, certain growth conditions are assumed as $|x| \rightarrow \infty$ (see Regge-Tietelboim ${ }^{8}$ ):

$$
\begin{aligned}
& g_{i j}-\delta_{i j} \sim|x|^{-1}, \\
& v, T, R \sim|x|^{-3}, \\
& \sigma \sim|x|^{-2} .
\end{aligned}
$$

Also, we require that the initial data $(\bar{g}, \bar{\pi}, \bar{v}, \bar{T})$ preserve these conditions. We accomplish this by finding a solution to (1) with the property $\varphi-1 \sim|x|^{-1}$. Using weighted Sobolev spaces we will make these conditions more precise below.

In order to carry out York's program we need to solve two problems:

1: Does there exist nontrivial $\sigma$ for a given metric $g$ ? 2 Can we use Eq. (1) to find to conformal factor? Using a result found in Cantor, ${ }^{9}$ it is easy to show the space of $\sigma$ 's is in fact infinite dimensional (see below) and so problem 1 presents no difficulty.

Problem 2 is more difficult. Equation (1) is very nonlinear. However, we do have the conformal invariance described above at our disposal. In solving problem 2 there is
an immediate necessary condition. If we start with a metric $g$ and construct initial data containing $\bar{g}=\varphi^{4} g$ we find from Eqs. (C) that when $\tau=0$ then $\bar{R}=\bar{\pi} \cdot \bar{\pi}+16 \pi T \geqslant 0$. Thus it is necessary that our initial $g$ be conformally equivalent to one with the appropriate growth at infinity and possessing nonnegative scalar curvature. We show below that the above necessary condition is sufficient. This represents a substantial improvement on previously known results (see Cantor, ${ }^{9}$ Chaljub and Choquet-Bruhat ${ }^{19}$ ). Previously, certain inequalitites between the $R, M$, and $T$ coefficients were needed to show (1) may be solved. This paper is the first giving both necessary and sufficient conditions for the York variables to specify initial data.

One question that is left unresolved is the following: Is any metric $g_{i j}$ on $\mathbb{R}^{3}$ with $g_{i j}-\delta_{i j} \sim|x|^{-1}$ as $|x| \rightarrow \infty$ conformally equivalent to one with the same asymptotic conditions and nonnegative scalar curvature? If this is resolved in the positive then we would know that in the asymptotically flat case every set of York variables do specify initial data.

## 1. WEIGHTED SOBOLEV SPACES

In order to make precise the asymptotic conditions on the various pieces of the data and also to establish certain necessary technical lemmas, we introduce the following weighted Sobolev spaces:

Definition 1.1: Let $p \geqslant 1, s \in \mathbb{N}$ and $\delta \in \mathbb{R}$, and
$\sigma(x)=\left(1+|x|^{2}\right)^{1 / 2}$. For $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ set $|f|_{p, s, \delta}=\Sigma_{|\alpha|\langle s}\left|\sigma^{\delta+|\alpha|} D^{\alpha} f\right|_{p}$ where $\left|\left.\right|_{p}\right.$ is the standard $L^{p}$ norm. $M_{s, \delta}^{p}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ is the completion of $C_{0}^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ with respect to $\left|\left.\right|_{p, x, \delta}\right.$.

We can specify the asymptotic behavior of a function by assuming it belongs to the appropriate $M_{s, \delta}^{P}$ space (see below). But first we state some lemmas which we shall need later.

Lemma 1.2: Let $p>1, s>n / p, \delta \geqslant 0$ and $0 \leqslant l \leqslant s$. Then pointwise multiplication induces a continuous (and hence smooth) map:

$$
M_{s, \delta}^{p} \times M_{s-1, \delta+1}^{p} \rightarrow M_{s-1, \delta+1}^{p}
$$

For a proof see Cantor, ${ }^{11}$ Proposition 1.1.
An immediate consequence is the following:
Lemma 1.3: Let $M_{s, \delta}^{p}(1)=\left\{g: \mathbb{R}^{3} \rightarrow \mathbb{R}, g-1 \in M_{s, \delta}^{p}\right\}$ be given the topology such that the map $g \rightarrow g+1$ from $M_{s, \delta}^{p}$ is continuous. Then for $p>1, s>3 / p, \delta \geqslant 0,0 \leqslant l \leqslant s$, multiplication induces smooth maps:

$$
\begin{align*}
& M_{s, \delta}^{P}(1) \times M_{s-l, \delta+l}^{p}(1) \rightarrow M_{s-l, \delta+l}^{p}(1),  \tag{2}\\
& M_{s, \delta}^{p} \times M_{s-l, \delta+l}^{p}(1) \rightarrow M_{s-l, \delta+l}^{p} .
\end{align*}
$$

Definition 1.4: Let $S_{s, \delta}^{p}=\{$ symmetric covariant 2-tensors in $\left.M_{s, \delta}^{p}\right\}$ and $R_{s, \delta}^{p}=\left\{\right.$ Reimannian metrices $g_{i j}$ on $\mathbb{R}^{3}$ such that $\left.g_{i j}-\delta_{i j} \in S_{s, \delta}^{p}\right\}$.

We will need the following theorems concerning elliptic operators.

Theorem 1.5: Let $p>3, s \geqslant 3,0 \leqslant \delta<-2+3(p-1) / p$, $g \in R_{s, \delta}^{p}$ and $f \in M_{s-2, \delta+2}^{p}$ with $f \geqslant 0$. Then if $A(\varphi)=\Delta_{g} \varphi-f \cdot \varphi$ and $2 \leqslant l \leqslant s$ we have $A: M P_{, \delta} \rightarrow M_{-2, \delta+2}$ is an isomorphism.

Proof: This is a simple extension of Theorem 1.4 in Cantor. ${ }^{12}$

Theorem 1.6 (The maximum principle): If $\varphi$ is $a C^{2}$ function and $\Delta_{g} \varphi \geqslant 0$ (resp. $\leqslant 0$ ), then $\varphi$ cannot have a maximum (resp. minimum) in any open region in $\mathbb{R}^{3}$, unless $\varphi$ is constant.

Proof: This is a standard result. See for example Protter and Weinberger. ${ }^{13}$

Theorem 1.7: In a region $G$ let a second order elliptic linear differential equation have two $C^{1}$ solutions $u(x)$ and $v(x)$. Suppose they satisfy the conditions:
(i) throughout $G, u(x) \geqslant v(x)$;
(ii) at a point $x_{0} \in G$ such that there exits a closed sphere $S \subset G$ containing $x_{0}$ in its interior or on the boundary, $u\left(x_{0}\right)=v\left(x_{0}\right)$ and $\nabla u\left(x_{0}\right)=\nabla v\left(x_{0}\right)$.

Then $u(x)=v(x)$ throughout $G$.
Proof: This is a special case of Theorem A in Aleksandrov. ${ }^{14}$

## 2. INITIAL DATA SETS

In light of Theorem 1.5 we will make the following choices which will be used throughout the paper:

$$
\begin{aligned}
& p>3 \\
& s \geqslant 3 \\
& 0 \leqslant \delta<-2+3(p-1) / p
\end{aligned}
$$

With these choices we may specify the asymptotic conditions mentioned in the Introduction.

Definition 2.1: An asymptotically flat York data set is a 4-tuple ( $g, \sigma, v, T$ ) where $g \in R_{s, \delta}^{p}$ (recall Definition 1.4), $\sigma \in S_{s-1, \delta+1}^{p}$ with $\operatorname{tr}_{g} \sigma=0$ and $\operatorname{div}_{g} \sigma=8 \pi v$, $v \in M_{s-2, \delta+2}^{p}\left(\mathbb{R}^{3}, \mathbb{R}^{3}\right)$ and $T \in M_{s-2, \delta+2}^{p}\left(\mathbb{R}^{3}, \mathbb{R}\right)$ with $T \geqslant 0$.

To show such data exists and to solve problem 1 of the Introduction, we have the following theorem:

Theorem 2.2: Let $g \in R_{s, \delta}^{p}$ and $v \in M_{s-2, \delta+2}^{p}$. Then the space of solutions to
$\operatorname{tr}_{g} \sigma=0, \quad \operatorname{div}_{g} \sigma=8 \pi v$,
in an infinite dimensional affine subspace of $S_{s-1, s+1}^{p}$.
Proof: Recall the definition of the conformal Killing operator $L_{g}$ for vector fields on $\mathbb{R}^{3}: L_{g} X=K_{g} X-\frac{2}{3}$ $\left(\operatorname{div}_{g} X\right) g$ where $\left(K_{g} X\right)_{i j}=\left(L_{X} g\right)_{i j}=X_{i \mid j}+X_{j \mid i}$. We will require the following two lemmas:

Lemma $A: \operatorname{div}_{g} \circ L_{g} M_{s, \delta}^{p} \rightarrow M_{s-2, \delta+2}^{p}$ is an isomorphism.

This is proven in Cantor. ${ }^{12}$
Lemma B: The space of solutions to (3) with $v=0$ is infinite dimensional.

This is found as Theorem 3.7 in Cantor. ${ }^{9}$ solution of the form $k=L_{g} W$ with $W \in M_{s, \delta}^{p}$. Note that any such 2-tensor satisfies $\operatorname{tr}_{g} k=\operatorname{tr}_{g}\left(L_{g} W\right)=0$. Now using Lemma A, write $W=\left(\operatorname{div}_{g}{ }^{\circ} L_{g}\right)^{-1}\left(\operatorname{div}_{g} 8 \pi v\right) \in M_{s, \delta}^{p}$. It is clear that $k=L_{g} W$ satisfies (3).

Now consider $J=\left\{k+j:\right.$ div $_{g} j=\operatorname{tr}_{g} j=0$,
$\left.j \in S_{s-1, \delta+1}^{p}\right\}$. From Lemma $\mathbf{B}$ we see $J$ is the desired infinite dimensional affine subspace of $\boldsymbol{S}_{s-1, \delta+1}^{p}$.
Q.E.D.

We now come to the main result:
Theorem 2.3: Let $(g, \sigma v, T)$ be an asymptotically flat

## York data set. The following statements are equivalent:

(I) There is a $g^{\prime} \in R_{s, \delta}^{p}$ conformally equivalent to $g$ with nonnegative scalar curvature.
(II) There is an asymptotically flat initial data set ( $\bar{g}, \bar{\pi}, \bar{T}, \bar{v})$ which is conformally equivalent to $(g, \sigma, T, v)$. Moreover $(\bar{g}, \bar{\pi}, \bar{T}, \vec{v})$ depends smoothly on $(g, \sigma, T, v)$.
$\operatorname{Proof}[(\mathrm{II}) \rightarrow(\mathrm{I})]:$ We have that $\bar{g}$ is conformally equivalent to $g$ and that $\overline{\bar{g}}, \bar{\pi}, \bar{T}$ must satisfy Eq . (C) in the Introduction. Thus $R(\bar{g})+\frac{1}{2}\left(\operatorname{tr}_{g} \bar{\pi}\right)^{2}-\bar{\pi} \cdot \bar{\pi}=16 \pi \bar{T}$. Also recall $\bar{\pi}=\operatorname{tr}_{\bar{g}} k \bar{g}-k$ where $k=\varphi^{-2} \sigma\left(\bar{g}=\varphi^{4} g\right)$. Thus $\operatorname{tr}_{\bar{g}} k=\bar{g}^{i j} k_{i j}=\varphi^{-6} g^{i j} \sigma_{i j}=0$ and so $\operatorname{tr}_{\bar{\xi}} \bar{\pi}=0$. Thus since $\vec{T} \geqslant 0$ we have $R(\vec{g}) \geqslant 0$.
$[(\mathrm{I}) \rightarrow(\mathrm{II})]:$ Recall from the Introduction the desired conformal factor $\varphi$ must satisfy the following problem:

$$
\begin{aligned}
& 8 \Delta_{g} \varphi-R(g) \varphi+M \varphi^{-7}+16 \pi T \varphi \varphi^{-3}=0, \\
& \varphi-1 \in M_{s, \delta}^{p} \\
& \varphi>0 .
\end{aligned}
$$

The condition $\varphi-1 \in M_{s, \delta}^{p}$ implies after application of Lemma 1.3 that $\bar{g} \in R_{s, \delta,}^{p}$, etc. Thus the proof of the theorem results on showing (I) is sufficient for (4) to have a solution.

Step 1: Let $g$ satisfy (I). Then there is a $\alpha \in M_{s, \sigma}^{p}(1)$ such that $g^{\prime}=\alpha^{4} g$ has zero scalar curvature.

The desired function $\alpha$ must satisfy the following problem (see O'Murchadhu and York ${ }^{16}$ )

$$
\begin{align*}
& 8 \Delta_{g} \alpha-R(g) \alpha=0, \\
& \alpha>0,  \tag{5}\\
& \alpha-1 \in M_{s, \delta}^{p} .
\end{align*}
$$

Using condition (I) we may assume $R(g) \geqslant 0$. Writing $\alpha=1+\bar{\alpha}$ we find

$$
8 \Delta_{g} \bar{\alpha}-R(g) \bar{\alpha}=\bar{R}(g) .
$$

It follows immediately from Theorem 1.5 that there is such a $\bar{\alpha} \in M_{s, \delta}^{p}$. We need only show $\alpha=1+\bar{\alpha}>0$ on all of $\mathbb{R}^{3}$. Suppose there were an $x_{0} \in \mathbb{R}^{3}$ such that $\alpha\left(x_{0}\right)<0$. We can suppose $x_{0}$ is a minimum for $\alpha$. In a neighborhood of $x_{0}$, we have $8 \Delta_{g} \alpha=R(g) \alpha \leqslant 0$ and so $\alpha$ cannot take a minimum. Thus $\alpha \geqslant 0$. If there were an $x_{1}$ such that $\alpha\left(x_{1}\right)=0$, then $x_{1}$ would be a minimum and so $\nabla \alpha\left(x_{1}\right)=0$. However $\psi=0$ is also a solution to the equation. Hence from Theorem 1.7 we have $\alpha=0$ everywhere. However, $\alpha(x) \rightarrow 1$ as $|x| \rightarrow \infty$. Thus we have a contradiction. Hence $\alpha>0$. This ends the proof of step 1 .

Step 2: Let $M, T \in M_{s-2, \delta+2}^{p}$ and $g \in R_{s, \delta}^{p}$ with $R(g)=0$. Then (4) has a unique solution $\varphi$. Furthermore, $\varphi \geqslant 1$.

Proof: We first show (4) has at most one solution. Note if $\varphi-1 \in \mathcal{M}_{s, \delta}^{p}$, then $\varphi$ is $C^{2}$ and we may apply a maximum principle. Suppose $\varphi_{1}$ and $\varphi_{2}$ are both solutions to (S). Let $h=\varphi_{1}-\varphi_{2}$. Then $h \in C^{2}$ and $h(x) \rightarrow 0$ as $|x| \rightarrow \infty$. Assume without loss of generality that $h>0$ somewhere. Then there is an $x_{0} \in \mathbb{R}^{3}$ such that $h\left(x_{0}\right)>0$ and $x_{0}$ is a maximum for $h$. Now

$$
8 \Delta_{g} h=-M\left(\varphi_{1}^{-7}-\varphi_{2}^{-7}\right)-16 \pi T\left(\varphi_{1}^{-3}-\varphi_{2}^{-3}\right)
$$

and $\varphi_{1}\left(x_{0}\right)-\varphi_{2}\left(x_{0}\right)>0$ and $\varphi_{1}^{-t}\left(x_{0}\right)-\varphi_{2}^{-t}\left(x_{0}\right)<0$ for $t>0$. It follows that $\Delta_{g} h(x)>0$ in a neighborhood of $x_{0}$, and so $x_{0}$ cannot be a maximum. Thus $h=0$.

To see $\varphi \geqslant 1$, note since $\mu \rightarrow 1$ as $|x| \rightarrow \infty$ and $\varphi \in C^{2}$ then $\Delta_{g \varphi}$ is continuous and hence $\varphi>0$ everywhere. It follows that $\Delta_{g} \varphi \leqslant 0$ on $\mathbb{R}^{3}$ and so by Theorem 1.6, $\varphi$ cannot take a minimum. However, if $\varphi<1$ somewhere it must have a minimum.

To show existence we use a continuity argument. Let $S=\{t \in[0,1]:$ (4) has a solution for $s \in[0, t]$ using $s M$ and $s T\}$. We will show $S=[0,1]$. We know for $s=0$ that $\varphi=1$ is a solution. Hence $0 \in S$. We now show $S$ is open in $[0,1]$.

Consider the operator

$$
\Psi: M_{s, \delta}^{p}(1) \times M_{s-2, \delta+2}^{p} \times M_{s-2, \delta+2}^{p} \rightarrow M_{s-2, \delta+2}^{p}
$$

(see Lemma 1.3) where $\Psi(\varphi, M, T)=\Delta_{\mathrm{g}} \varphi+M \varphi^{-7}$ $+16 \pi T \varphi^{-3}$. It follows from Lemma 1.3 and standard results on the inverse in a Banach algebra (see Dunsford and Schwartz ${ }^{15}$ ) that $\Psi$ is $C{ }^{\infty}$ at any ( $\varphi, M, T$ ) if $\varphi \geqslant c>0$.

To show $S$ is open, we use the implicit function theorem. Let $t \in S$. Then by definition for $\bar{\epsilon}[0, t]$ there is an $\varphi_{\bar{t}} \in M_{s, \delta}^{p}(1)$ such that $\Psi\left(\varphi_{\bar{i}} \bar{t} M, \bar{t} T\right)=0$. We also know $\varphi_{i} \geqslant 1$ and so $\Psi_{\text {is }} C^{\infty}$ at $\left(\varphi_{i}, t M, t T\right)$. To show the equation $\Psi=0$ may be solved locally we need show $D_{1} \Psi\left(\varphi_{l}, t M, t T\right): M_{2, \delta}^{p} \rightarrow M_{s-2, \delta+2}^{p}$ is an isomorphism. However,
$D_{1} \Psi\left(\varphi_{t}, t M, t T\right)(f)=\Delta_{g} f-\left[7 t M \varphi_{t}^{-8}+48 \pi t T \varphi_{t}^{-4}\right] f$. It follows from Theorem 1.5 that this is an isomorphism. Thus (4) may be solved for slightly larger $t$ and so $S$ is open.

There is a maximal interval of the form $\left[0, t_{0}\right)$ in $S$. We need only show (4) is solvable at $t_{0}$. For then $\left[0, t_{0}\right] \subset S$ and the only open set in $[0,1]$ of this form is $[0,1]$.

For $t \in\left[0, t_{0}\right)$ there is a $\varphi_{t} \in M_{s, \delta}^{p}(1)$ such that $\Psi\left(\varphi_{i}, t M t T\right)=0$. It follows from the implicit function argument given above that $t \rightarrow \varphi_{t}$ is $C^{\infty}$.

Claim $1:\left\{\varphi_{i} t \in\left[0, t_{0}\right)\right\}$ is uniformly bounded in $M_{s, \delta}^{p}(1)$.
We write $\varphi_{t}=\bar{\varphi}_{t}+1$ and find $\bar{\varphi}_{t}$ satisfying the problem:

$$
\Delta_{g} \overline{\mathscr{\varphi}}_{t}=-t\left[M\left(\overline{\varphi_{t}}+1\right)^{-7}+T\left(\overline{\varphi_{t}}+1\right)^{-3}\right] .
$$

Now $\left\{t\left[M\left(\bar{\varphi}_{t}+1\right)^{-7}+T\left(\bar{\varphi}_{t}+1\right)^{-3}\right]\right\}$ is clearly bounded in $M_{0, \delta+2}^{p}$. But from Theorem 1.5, $\left(\Delta_{g}\right)^{-1}: M_{0, \delta+2}^{p}$ $\rightarrow M_{2, \delta}^{p}$ is a bounded operator and so $\left\{\bar{\varphi}_{t}\right\}$ is bounded in $M_{2, \delta}^{p}$. The induction argument proceeds identically after observing if $\left\{\bar{\varphi}_{\bar{i}}\right\}$ is bounded in $M P_{, s,}$, then $\left\{t\left[M\left(\bar{\varphi}_{t}+1\right)^{-7}+T\left(\bar{\varphi}_{t}+1\right)^{-3}\right]\right\}$ is bounded in $M p_{k, \delta+2}$. (If $s$ is odd, start the second step at $k=1$.) Thus $\left\{\bar{\varphi}_{t}\right\}$ is bounded in $M_{s, \delta}^{p}$ and $\left\{1+\bar{\varphi}_{t}\right\}$ is bounded in $M_{s, \delta}^{p}(1)$.

We now show there is a $C>0$ such that

$$
\left|\frac{d \varphi_{t}}{d t}\right|_{p, s, \delta} \leqslant C \text { for all } t \in\left[0, t_{0}\right) .
$$

Using implicit differential differentiation on $\psi\left(\varphi_{t}, t M, t T\right)=0$ we find $d \varphi_{t} / d t$ satisfies the equation:

$$
\begin{gathered}
8 \Delta_{g} \frac{d \varphi_{t}}{d t}-\left(7 M \varphi_{t}^{-8}+48 \pi T \varphi_{t}^{-4}\right) \frac{d \varphi_{t}}{d t} \\
=-M \varphi_{t}^{-7}-16 \pi T \varphi_{t}^{-3} .
\end{gathered}
$$

First note $\left(d \varphi_{l} / d t\right)(x) \geqslant 0$ for all $t \in\left[0, t_{0}\right)$ and all $x \in \mathbb{R}^{3}$. If not, $d \varphi_{t} / d t$ would have negative minimum. However since
$\varphi_{t}>0$ we find, using the above equation, that $\Delta_{g}\left(d \varphi_{t} / d t\right)$ would be negative in a neighborhood of that minimum. This contradicts Theorem 1.6.

If follows that

$$
\begin{aligned}
8 \Delta_{g} \frac{d \varphi_{t}}{d t} & \geqslant-M \varphi_{t}^{-7}-16 \pi T \varphi_{t}^{-3} \\
& \geqslant 8 \Delta_{g}\left(\Delta_{g}^{-1}\left(-M \varphi_{t}^{-7} / 8-2 \pi T \varphi_{t}^{-3}\right)\right),
\end{aligned}
$$

where $\Delta_{g}{ }^{-1}: M_{s-2, \delta+2}^{p} \rightarrow M_{s, \delta}^{p}$ is the bounded operator guaranteed by Theorem 1.5 and the closed graph theorem and so

$$
8 \Delta_{g}\left(\frac{d \varphi_{t}}{d t}-\Delta_{g}^{-1}\left(-\frac{M}{8} \varphi_{t}^{-7}-2 \pi T \varphi_{t}^{-3}\right)\right) \leqslant 0 .
$$

Using the same maximum principle argument as above we find that

$$
\frac{d \varphi_{t}}{d t}-\Delta_{g}^{-1}\left(-\frac{M}{8} \varphi_{t}^{-7}-2 \pi T \varphi_{t}^{-3}\right) \leqslant 0
$$

or

$$
\begin{equation*}
0 \leqslant \frac{d \varphi_{t}}{d t} \leqslant \Delta_{g}^{-1}\left(-\frac{M}{8} \varphi_{t}^{-\top}-2 \pi T \varphi_{t}^{-3}\right) . \tag{6}
\end{equation*}
$$

We know ( $-M \varphi_{t}{ }^{-7} / 8-2 \pi \varphi_{t}{ }^{-3}$ ) is uniformly bounded in $M_{s-2, \delta+2}^{p}$ for $t \in\left[0, t_{0}\right)$. Since $\Delta_{g}$ is a bounded operator we have that $\Delta_{g}^{-1}\left(-M \varphi_{t}^{-7} / 8-2 \pi T \varphi_{t}{ }^{-3}\right)$ is uniformly bounded in $M_{s, \delta}^{p}$ for $t \in\left[0, t_{0}\right)$. In particular, it is uniformly bounded in $M_{s, \delta}^{p}$. It follows from (6) that $d \varphi_{t} / d t$ is uniformly bounded in $M_{0, \delta}^{p}$.

We now may use Eq. (5) and the same induction argument found in claim 1 , to find $d \varphi_{t} / d t$ is uniformly bounded in $M_{s, \delta}^{p}$ for $t \in\left[0, t_{0}\right)$.

Let $t_{i} \uparrow t_{0}$. It follows from the Mean Value Theorem that for all $i$ and $j,\left|\varphi_{t_{i}}-\varphi_{t_{j}}\right|_{P, s, \delta} \leqslant C\left|t_{i}-t_{j}\right|$. Thus $\left\{\varphi_{t_{i}}\right\}$ is a Cauchy sequence in $M_{s . \delta}^{P}(1)$ and hence converges to $\varphi_{0} \in M{ }_{s, \delta}^{p}(1)$. By continuity of $\Psi$ we have $\Psi\left(\varphi_{0}, t_{0} M, t_{0} T\right)$ $=0$. Also it follows from the maximum principle that $\varphi_{0} \geqslant 1$. Hence (4) may be solved at $t_{0}$ and this completes the proof of step 2.

Step 3 (Completion of the proof): Let ( $g, \sigma, T, v$ ) be a York data set satisfying condition (I). From step 1 we may find $\alpha \in M_{s, \delta}^{p}(1)$ such that if we set $g^{\prime}=\alpha^{4} g, R\left(g^{\prime}\right)=0$. We now set $v^{\prime}=\alpha^{-10} v, T^{\prime}=\alpha^{-8} T, \sigma^{\prime}=\alpha^{-10} \sigma$ and consider the problem

$$
\begin{aligned}
& 8 \Delta_{g} \varphi+M^{\prime} \varphi \varphi^{-7}+16 \pi T^{\prime} \varphi^{-3}=0, \\
& \varphi-1 \in M_{s, \delta}^{p}, \\
& \varphi>0,
\end{aligned}
$$

where $M^{\prime}=\sigma^{\prime} \cdot \sigma^{\prime}=\alpha^{-12} M$. From step 2 this has a unique solution. We now set $\bar{g}=\varphi^{4} g^{\prime}, \bar{\pi}=(\varphi \alpha)^{-2} \sigma, \bar{v}=\varphi^{-10} \boldsymbol{\nu}^{\prime}$, $\bar{T}=\varphi^{-8} T^{\prime}$ and obtain the desired initial data.

The smoothness assertion is immediate from the Implicit Function Theorem and Lemma 1.3. Q.E.D.

Remark: It remains an interesting question to determined which $g \in R{ }_{s, \delta}^{p}$ satisfy condition (I). It is trivially sufficient that $R(g) \geqslant 0$. It follows immediately from the Implicit Function Theorem application in the proof above that it is sufficient that $g$ be sufficiently close to the Euclidean metric in $R_{s, \delta}^{p}$.
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#### Abstract

The characteristic hypersurfaces of the source-free generalized Einstein-Maxwell field equations are investigated. It is shown that such hypersurfaces can be null, and it appears as though they may also be spacelike or timelike. Examples of characteristic initial data on spacelike and timelike hypersurfaces are presented, and it turns out that these examples involve very intense gravitational and electromagnetic fields when the coupling constant $k$ is small in magnitude.
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## 1. INTRODUCTION

In the generalized Einstein-Maxwell field theory the equations governing the symmetric Lorentzian metric tensor $g_{i j}$ and the antisymmetric electromagnetic field tensor $F_{i j}$, in the absence of sources, are ${ }^{1}$

$$
\begin{align*}
& G^{i j}=8 \pi\left(T^{i j}+k A^{i j}\right),  \tag{1.1}\\
& F_{; j}^{i j}+\frac{1}{2} k F_{b c ; a}^{*} R^{* a b c}=0, \tag{1.2}
\end{align*}
$$

and

$$
\begin{equation*}
F_{[a b, c]}=0 \tag{1.3}
\end{equation*}
$$

where

$$
\begin{aligned}
& T^{i j}:=\frac{1}{4 \pi}\left(F^{i a} F_{a}^{j}-\frac{1}{4} g^{i j} F_{a b} F^{a b}\right), \\
& A^{i j}:=\frac{1}{8 \pi}\left(F_{a L^{\prime}} F_{b}^{\left.l * R^{* i a j b}+* F_{; b}^{i a} * F_{; a}^{j b}\right)}\right.
\end{aligned}
$$

and $k$ is a constant with units of (length) ${ }^{2}$. These equations are derivable from a variational principle and are uniquely characterized by various physically reasonable assumptions. ${ }^{2}$ In addition, when $k=0$, the above equations reduce to the source-free Einstein-Maxwell field equations.

A characteristic surface for the source-free generalized Einstein-Maxwell field equations is a hypersurface $S$ across which $g_{i j}, g_{i j, k}$, and $F_{i j}$ are continuous, but where there are essential discontinuities in either the second derivatives of $g_{i j}$ or the first derivatives of $F_{i j}$ or both. By the discontinuities being "essential" we mean that they cannot be made to disappear by transforming to another chart of the manifold.

It is well known that a characteristic surface for the source-free Einstein-Maxwell field equations must be a null hypersurface. ${ }^{3}$ Such hypersurfaces can also serve as characteristic surfaces for the system of Eqs. (1.1)-(1.3). To see this, let us consider the spacetime with metric and electromagnetic field given $\mathrm{by}^{4}$

$$
\begin{equation*}
d s^{2}=L^{2}\left(e^{2 \beta} d x^{2}+e^{-2 \beta} d y^{2}\right)-2 d u d v \tag{1.4}
\end{equation*}
$$

and

$$
\frac{1}{2} F_{a b} d x^{a} \wedge d x^{b}=\Phi_{, x} d x \wedge d u+\Phi_{, y} d y \wedge d u
$$

where $L=L(u), \beta=\beta(u)$, and $\Phi=\Phi(x, y, u)$. This
spacetime will satisfy the source-free generalized EinsteinMaxwell field equations provided

$$
\begin{align*}
-L^{n} L^{-1}-\left(\beta^{\prime}\right)^{2}= & L^{-2}\left(e^{-2 \beta} \Phi_{, x}^{2}+e^{2 \beta} \Phi_{, y}^{2}\right) \\
& +k L^{-4}\left(\Phi_{, x y}{ }^{2}-\Phi_{, x x} \Phi_{, y y}\right) \tag{1.5}
\end{align*}
$$

and

$$
\begin{equation*}
e^{-2 \beta} \Phi_{, x x}+e^{2 \beta} \Phi_{, y y}=0 \tag{1.6}
\end{equation*}
$$

with ' $^{\prime}:=\partial / \partial u$. If $k>0$, then we cannot produce a nontrivial solution to Eqs. (1.5) and (1.6) which has

$$
\begin{equation*}
L^{\prime \prime} L^{-1}+\left(\beta^{\prime}\right)^{2}=0 \tag{1.7}
\end{equation*}
$$

However, if $k<0$, then we can construct such solutions' by taking any solution to (1.7) and defining

$$
\Phi_{, x}=L e^{\beta} \operatorname{Im}(C) \quad \text { and } \quad \Phi_{, y}=L e^{-\beta} \operatorname{Re}(C)
$$

where the complex valued function $C$ is given by

$$
C=B \exp \left[L l^{-1} \exp (i \psi)\left(e^{\beta} x+i e^{-\beta} y\right)\right]
$$

with $B$ and $\psi$ being arbitrary complex and real valued functions of $u$ resp., and $-l^{2}=k$. Since the hypersurfaces $u=$ const are null hypersurfaces of the spacetime with metric (1.4), we see that if we choose $\beta$ to be of class $C^{2}$ everywhere, except along $u=0$, where it is of class $C^{1}$, then when $k<0$ we can find solutions to the source-free generalized Einstein-Maxwell field equations which have null hypersurfaces acting as characteristic surfaces.

The purpose of this paper is to argue that timelike and spacelike hypersurfaces can also act as characteristic surfaces for the source-free generalized Einstein-Maxwell field equations. Due to the intimate relationship between characteristic hypersurfaces and "wave fronts," this observation leads one to suspect that in the generalized Einstein-Maxwell field theory it may be possible to propagate information at speeds greater than light, more exactly, along paths with spacelike tangent vector. If this were the case, then it could be argued that the generalized Einstein-Maxwell field theory should be dismissed as being unphysical. However, it is best to put off judgement on this issue until after examining those conditions which may lead to "acausal propagation." The general form of these conditions will be derived in the next section, and in Sec. 3 particular cases will be investigated.

## 2. CONSTRAINT EQUATIONS AND THE CHARACTERISTIC MATRIX

Let $S$ be a hypersurface in the four-dimensional manifold $M$. We require $S$ to be regular in the sense that the manifold topology on $S$ is the same as its topology as a subset of $M$. Thus $S$ cannot come "arbitrarily close to itself." If $p \in S$, then there exists a chart $x=\left(x^{0}, x^{1}, x^{2}, x^{3}\right)$ at $p$ with domain $U$ which is such that in $U, S$ is given by $x^{0}=0$. We assume that in $U$

$$
\begin{equation*}
g_{i j} ; g_{i j, k} ; g_{i j, k \alpha} ; F_{i j} ; F_{i j, \alpha} \tag{2.1}
\end{equation*}
$$

are all continuous across $S$ and that the only second order derivatives of $g_{i j}$ and first order derivatives of $F_{i j}$ which can experience discontinuities across $S$ are

$$
\begin{equation*}
g_{i, 00} \text { and } F_{i j, 0} \tag{2.2}
\end{equation*}
$$

We shall now determine those conditions which the functions presented in (2.1) must satisfy on $S_{u}:=S \cap U$ in order to guarantee that some of the functions given in Eq. (2.2) cannot be specified on $S_{u}$ through use of the field equations (1.1)-(1.3). It is only when these conditions are satisfied that $g_{i j, \infty}$ and $F_{i j, 0}$ can be discontinuous across the hypersurface $S$.

In order to simplify the form of the following expressions, we shall let the symbol [ $C$ ] denote continuous quantities built from the functions presented in Eq. (2.1).

We begin our construction of the aforementioned conditions with Eq. (1.3). This equation tells us that

$$
\begin{equation*}
F_{\alpha \beta, 0}=[C]_{\alpha \beta}, \tag{2.3}
\end{equation*}
$$

and hence $F_{\alpha \beta, 0}$ is continuous across $S$. Thus the only $x^{0}$ derivative of $F_{i j}$ which may be discontinuous across $S$ is $F_{0 c, 0}$.

Since

$$
{ }^{*} R^{* a b c d}:=\frac{-1}{4 g} \epsilon^{a b r s} \epsilon^{c d t u} R_{r s t u}
$$

where $g:=\operatorname{det}\left(g_{a b}\right)$, we find that

$$
* R^{* 0 \alpha 0 \beta}=[C]^{\alpha \beta}, \quad * R^{* 0 \alpha \beta \gamma}=[C]^{\alpha \beta \gamma}
$$

and

$$
{ }^{*} R^{* \alpha \beta \gamma \delta}=\frac{1}{2 g} \epsilon^{0 \alpha \beta \rho} \epsilon^{0 \gamma \delta \tau} g_{\rho \tau, 00}+[C]^{\alpha \beta \gamma \delta}
$$

Using Eqs. (2.3) and (2.4), we discover that

$$
G^{0 j}-8 \pi\left(T^{0 j}+k A^{0 j}\right)
$$

and

$$
F_{: j}^{0 j}+\frac{1}{2} k F_{b c ; a} * R^{* O a b c}
$$

are built solely from the functions given in Eq. (2.1). Consequently the six field equations

$$
\begin{align*}
& G^{0 j}=8 \pi\left(T^{0 j}+k A^{0 j}\right), \\
& F_{; j}^{0 j}+\frac{1}{2} k F_{b c ; a} * R^{* 0 a b c}=0,  \tag{2.5}\\
& F_{|\alpha \beta, \gamma|}=0
\end{align*}
$$

simply represent constraints upon the functions (2.1). We shall now employ the nine remaining field equations in (1.1) and (1.2) to derive a linear system of nine equations for $g_{\alpha \beta, 00}$
and $F_{0 \alpha, 0}$ in terms of the functions (2.1). The $9 \times 9$ matrix appearing in this system of linear equations is called the characteristic matrix for the source-free generalized Ein-stein-Maxwell field equations. It will turn out that a solution to Eqs. (1.1)-(1.3) will have $S$ as a characteristic surface if and only if it yields a characteristic matrix which has a vanishing determinant on $S$.

A straightforward calculation involving Eqs. (2.3) and (2.4) shows that
$F_{j j}^{\gamma j}=\left(g^{\gamma 0} g^{\mu 0}-g^{\mu \gamma} g^{00}\right) F_{0 \mu, 0}+[C]^{\gamma}$,
$F_{b c ; a} * R^{* \gamma a b c}=\frac{1}{2} M^{\mu \nu, \gamma} g_{\mu \nu, 00}+2 * R^{* 0 \gamma \mu \mathrm{O}} F_{0 \mu, 0}+[C]^{\gamma}$,
$G^{\alpha \beta}=G^{\alpha \beta \mu \nu} g_{\mu v, 00}+[C]^{\alpha \beta}$,
and

$$
\begin{aligned}
8 \pi\left(T^{\alpha \beta}+k A^{\alpha \beta}\right)= & \frac{k}{2 g} F_{\rho} F_{\xi}{ }^{\prime} \epsilon^{0 \alpha \rho \mu} \epsilon^{0 \beta \zeta v} g_{\mu v, 00} \\
& -k M^{\alpha \beta, \mu} F_{0 \mu, 0}+[C]^{\alpha \beta}
\end{aligned}
$$

where

$$
\begin{equation*}
M^{\alpha \beta, \mu}:=\frac{1}{2 g}\left(\epsilon^{0 \xi \delta \delta \alpha} \epsilon^{0 \mu \zeta \beta}+\epsilon^{0 \xi \delta \delta \beta} \epsilon^{0 \mu \zeta \alpha}\right) F_{\xi \delta ; \zeta} \tag{2.6}
\end{equation*}
$$

and

$$
\begin{align*}
G^{\alpha \beta \mu \nu}:= & \frac{1}{2}\left\{g^{\alpha 0} g^{\beta(\mu} g^{v) 0}+g^{\beta 0} g^{\alpha(\mu} g^{\nu) 0}-g^{\alpha 0} g^{\beta 0} g^{\mu \nu}\right. \\
& \left.-g^{\alpha(\mu} g^{\nu) \beta} g^{00}-g^{\alpha \beta} g^{0 \mu} g^{0 \nu}+g^{\alpha \beta} g^{00} g^{\mu \nu}\right\} \tag{2.7}
\end{align*}
$$

Consequently, when $(i, j)=(\alpha, \beta)$ and $i=\gamma$ in Eqs. (1.1) and (1.2) respectively, we obtain the following system of linear equations for $g_{\mu \nu, 00}$ and $F_{0 \mu, 0}$ :

$$
\begin{align*}
& N^{\alpha \beta, \mu \nu} g_{\mu v, 00}+k M^{\alpha \beta, \mu} F_{0 \mu, 0}=[C]^{\alpha \beta}  \tag{2.8}\\
& \frac{1}{4} k M^{\mu v, \gamma} g_{\mu v, 00}+P^{\gamma \mu} F_{0 \mu, 0}=[C]^{\gamma} \tag{2.9}
\end{align*}
$$

where

$$
\begin{equation*}
N^{\alpha \beta, \mu v}:=G^{\alpha \beta \mu \nu}-\frac{k}{2 g} F_{\rho} F_{\zeta}{ }^{\prime} \epsilon^{0 \alpha \rho(\mu} \epsilon^{v) \zeta \beta 0} \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
P^{\gamma \mu}:=g^{\gamma 0} g^{\mu 0}-g^{\gamma \mu} g^{00}+k^{*} R^{* 0 \gamma \mu 0} \tag{2.11}
\end{equation*}
$$

In order to reformulate Eqs. (2.8) and (2.9) in matrix language, we shall let capital Latin indices range from 1 to 6 and identify these indices with the index pairs $\mu \nu$ in accordance with the following scheme:

$$
\begin{array}{lll}
1:=(11), & 2:=(12), & 3:=(13) \\
4:=(22), & 5:=(23), & 6:=(33)
\end{array}
$$

In addition a tilde will be placed above any quantity using capital Latin indices which has been built from a quantity involving lower case Greek indices. Thus, e.g.,

$$
\widetilde{N}^{3,5}:=N^{13,23}, \quad \text { and } \quad \widetilde{M}^{4,2}:=M^{22,2}
$$

This notation permits us to rewrite Eqs. (2.8) and (2.9) as follows:

$$
\left(\begin{array}{cc}
\chi^{A U} & k \widetilde{M}^{A, \mu}  \tag{2.12}\\
\frac{1}{4} k \omega^{\gamma U} & P^{\gamma \mu}
\end{array}\right)\binom{g_{U, 00}}{F_{0 \mu, 0}}=\binom{[C]^{A}}{[C]^{\gamma}}
$$

where

$$
\left[\chi^{A U}\right]:=\left[\begin{array}{cccccc}
\widetilde{N}^{1,1} & 2 \widetilde{N}^{1,2} & 2 \widetilde{N}^{1,3} & \widetilde{N}^{1,4} & 2 \widetilde{N}^{1,5} & \widetilde{N}^{1,6}  \tag{2.13}\\
\widetilde{N}^{2,1} & 2 \widetilde{N}^{2,2} & 2 \widetilde{N}^{2,3} & \widetilde{N}^{2,4} & 2 \widetilde{N}^{2,5} & \widetilde{N}^{2,6} \\
\vdots & - & - & - & - & \vdots \\
\widetilde{N}^{6,1} & 2 \widetilde{N}^{6,2} & 2 \widetilde{N}^{6,3} & \widetilde{N}^{6,4} & 2 \widetilde{N}^{6,5} & \widetilde{N}^{6,6}
\end{array}\right]
$$

and

$$
\left[\omega^{\gamma U}\right]:=\left[\begin{array}{cccccc}
\widetilde{M}^{1,1} & 2 \widetilde{M}^{2,1} & 2 \widetilde{M}^{3,1} & \widetilde{M}^{4,1} & 2 \widetilde{M}^{5,1} & \widetilde{M}^{6,1}  \tag{2.14}\\
\widetilde{M}^{1,2} & 2 \widetilde{M}^{2,2} & 2 \widetilde{M}^{3,2} & \widetilde{M}^{4,2} & 2 \widetilde{M}^{5,2} & \widetilde{M}^{6,2} \\
\widetilde{M}^{1,3} & 2 \widetilde{M}^{2,3} & 2 \widetilde{M}^{3,3} & \widetilde{M}^{4,3} & 2 \widetilde{M}^{5,3} & \widetilde{M}^{6,3}
\end{array}\right]
$$

The $9 \times 9$ matrix appearing on the left-hand side of Eq. (2.12) will be denoted by $Q$ and is called the characteristic matrix for the source-free generalized Einstein-Maxwell field equations. Due to Eqs. (2.4), (2.6), (2.10), (2.11), (2.13), and (2.14) it is clear that the coefficients of this matrix are built only from the functions given in Eq. (2.1).

Since Eqs. (2.3), (2.5), and (2.12) embody all of the restrictions imposed by the source-free generalized EinsteinMaxwell field equations we see (as usual) that these equations do not suffice to determine all of the second derivatives given in Eq. (2.2) on $S$ (since $g_{0 a, 00}$ does not appear in any of these equations). This ambiguity can be removed by choosing our original chart $x$ at $p \in S$ to be a Gaussian coordinate system (see pp. 35-37 of Ref. 3). In terms of such a chart we have $S$ given by $x^{0}=0$ in $U$ with $g_{00}=\epsilon(= \pm 1)$ and $g_{0 \alpha, 0}=0$ on $U$. As a result of using such coordinates, $g_{0 a, 00}=0$, and thus we can employ Eq. (2.3) to deduce that the only second derivatives which need to be determined on $S_{u}$ are $g_{\alpha \beta, 00}$ and $F_{0 \alpha, 0}$. These derivatives will be uniquely determined on $S_{u}$ by Eq. (2.12) provided that the characteristic matrix $Q$ is nonsingular on $S_{u}$. Hence we can now conclude that a solution to the source-free generalized EinsteinMaxwell field equations (in terms of the Gaussian coordinates) will have $S$ as a characteristic surface if and only if the associated characteristic matrix is singular on $S$.

The problem of interpreting the condition $\operatorname{det} Q=0$ in general appears to be quite intractible. Thus in the next section we shall investigate various restrictions on the functions presented in Eq. (2.1) which lead to a singular characteristic matrix.

We shall now consider the effect that a coordinate transformation of the form

$$
\begin{equation*}
\bar{x}^{0}=x^{0}, \quad \bar{x}^{\alpha}=\bar{x}^{\alpha}\left(x^{\beta}\right) \tag{2.15}
\end{equation*}
$$

has on the equation $\operatorname{det} Q=0$. To begin with, it is clear that under (2.15), $M^{\alpha \beta, \gamma}, N^{\alpha \beta, \mu \nu}$, and $P^{\gamma \mu}$ transform as 3-tensors; e.g.,

$$
\overline{\boldsymbol{P}}^{\gamma \mu}=\boldsymbol{P}^{\sigma \tau} \overline{\boldsymbol{B}}_{\sigma}^{\gamma} \overline{\boldsymbol{B}}_{\tau}^{\mu},
$$

where $\bar{B}_{\sigma}^{r}:=\partial \bar{x}^{\gamma} / \partial x^{\sigma}$. This in turn implies that there exists an invertible $6 \times 6$ matrix $\left(\bar{X}_{U}^{A}\right)$, which is such that

$$
\overrightarrow{\tilde{N}}^{A, U}=\widetilde{N}^{B, V} \bar{X}_{B}^{A} \bar{X}_{V}^{U}
$$

and

$$
\overline{\widetilde{M}}^{A, \mu}=\widetilde{M}^{B, \tau} \bar{X}_{B}^{A} \bar{B}_{\tau}^{\mu}
$$

As a result of these facts

$$
\begin{align*}
& \operatorname{det}\left(\bar{\chi}^{A U}\right)=\operatorname{det}\left(\chi^{B V}\right)\left(\operatorname{det} \bar{X}_{B}^{A}\right)^{2}, \\
& \operatorname{det}\left(\bar{P}^{r \mu}\right)=\operatorname{det}\left(P^{\sigma \tau}\right)\left(\operatorname{det} \bar{B}_{\sigma}^{\gamma}\right)^{2}, \tag{2.16}
\end{align*}
$$

and

$$
\operatorname{det} \bar{Q}=\operatorname{det} Q\left(\operatorname{det} \bar{X}_{B}^{A}\right)^{2}\left(\operatorname{det} \bar{B}_{\sigma}^{\gamma}\right)^{2}
$$

where it can be shown that $\operatorname{det} \bar{X}_{B}^{A}=\left(\operatorname{det} \bar{B}_{\sigma}^{\gamma}\right)^{4}$. Consequently, $\operatorname{det} Q=0$ if and only if $\operatorname{det} \bar{Q}=0$; with a similar remark applying to $\operatorname{det}\left(\chi^{A U}\right)=0$ and $\operatorname{det}\left(P^{\gamma \mu}\right)=0$. These observations will prove to be very useful in the next section. In passing one should note that the constraint equations are satisfied in the barred coordinate system if and only if they are satisfied in the unbarred coordinate system.

The remainder of this section will be devoted to a brief discussion of the Cauchy problem for the source-free generalized Einstein-Maxwell field equations.

Let $S$ be a hypersurface in a four-dimensional manifold $M$ and let $x$ be a chart of $M$ at $p \in S$ with domain $U$ which is such that in $U, S$ is given by $x^{0}=0$. If we require that $x$ be a Gaussian normal coordinate system, then the Cauchy problem for the source-free generalized Einstein-Maxwell field equations involves specifying the values of $g_{\alpha \beta}, g_{\alpha \beta, 0}$, and $F_{i j}$ on $S_{u}:=S \cap U$, and then determining a solution to Eqs. (1.1)-(1.3) for $g_{i j}$ and $F_{i j}$ on a neighborhood $W$ of $S_{u}$, which agrees with the prescribed initial data, and is such that $g_{0 \alpha}=0$ and $g_{00}= \pm 1$ on $W(-1$ if $S$ is to be spacelike, +1 if $S$ is to be timelike). Due to our work in this section we know that the initial data on $S_{u}$ cannot be arbitrarily specified since it must satisfy the constraint equation (2.5) on $S_{u}$. [Note that a knowledge of $g_{i j}, g_{i j, 0}$, and $F_{i j}$ on $S$ serves to determine all of the functions given in Eq. (2.1) on $S$.] If the initial data has been chosen to satisfy this equation, and consists of analytic functions of the $x^{\alpha \prime} s$ which are such that $\operatorname{det} Q \neq 0$ on $S_{u}$, then we shall show that the Cauchy problem (in terms of Gaussian normal coordinates) can be solved with $g_{i j}$ and $F_{i j}$ being analytic functions of the $x$ 's. We begin our proof of this fact with a few remarks concerning Eqs. (1.1)-(1.3).

Since the tensor field $F^{i j}{ }_{j}+\frac{1}{2} k F_{b c ; a}^{*} R^{* i a b c}$ is identically divergence-free, it is easy to see that if we have a solution to

$$
F_{; j}^{\alpha j}+\frac{1}{2} k F_{b c ; a} * R^{* \alpha a b c}=0
$$

and

$$
F_{[0 \alpha, \beta]}=0
$$

for $g_{i j}$ and $F_{i j}$, on a connected neighborhood $W \subset U$ of $S_{u}$, which is such that

$$
F_{; j}^{0 j}+\frac{1}{2} k F_{b c ; a} * R^{* 0 a b c}=0
$$

and

$$
F_{\lceil\alpha \beta, \gamma]}=0
$$

on $S_{u}$, then Eqs. (1.2) and (1.3) are satisfied on ${ }^{6} W$.
It can be shown ${ }^{7}$ that the tensor field
$G^{i j}-8 \pi\left(T^{i j}+k A^{i j}\right)$ is divergence-free when Eqs. (1.2) and (1.3) are satisfied. Using this result, along with the above observation concerning Eqs. (1.2) and (1.3), we can prove
the following proposition on the Cauchy problem for the source-free generalized Einstein-Maxwell field equations.

Proposition 1: If the initial data on $S_{u}$ has been chosen to satisfy the constraint equation (2.5), and we have produced an analytic solution to the equations

$$
\begin{align*}
& G^{\alpha \beta}=8 \pi\left(T^{\alpha \beta}+k A^{\alpha \beta}\right), \\
& F_{; j}^{\alpha j}+\frac{1}{2} k F_{b c ; a}^{*} R^{* \alpha a b c}=0,  \tag{2.17}\\
& F_{[0 \alpha, \beta]}=0,
\end{align*}
$$

in terms of Gaussian normal coordinates on a connected neighborhood $W \subset U$ of $S_{u}$, which argees with the initial data, then this solution is also a solution to the system of partial differential equations (1.1)-(1.3) on $W$.

The similarity between Proposition 1 and the corresponding result for the Einstein-Maxwell field theory is remarkable in view of the complexity of the generalized Ein-stein-Maxwell field equations.

Equation (2.17) represents a system of twelve equations for the twelve unknown functions $g_{\alpha \beta}$ and $F_{i j}$. Due to our previous work we know that on $S_{u}$ Eq. (2.17) can be solved for $g_{\alpha \beta, 00}$ and $F_{i j, 0}$ provided that the characteristic matrix $Q$ is nonsingular. Thus we can now appeal to the CauchyKowalewsky theorem ${ }^{8}$ to conclude that if we are given analytic initial data on $S_{u}$, which is such that $\operatorname{det} Q \neq 0$ on $S_{u}$, then there exists an analytic solution to Eq. (2.17) for $g_{\alpha \beta}$ and $F_{i j}$ on a connected neighborhood $W$ of $S_{u}$. Upon combining this result with Proposition 1 we obtain the following:

Proposition 2: If the initial data on $S_{u}$ has been chosen to satisfy the constraint equation (2.5), and consists of analytic functions of the $x^{\alpha \prime}$ s which are such that $\operatorname{det} Q \neq 0$ on $S_{u}$, then on a connected neighborhood of $S_{u}$ there exists an analytic solution to the source-free generalized Einstein-Maxwell field equations, which agrees with the initial data, and has $x$ as a Gaussian normal coordinate system.

## 3. CHARACTERISTIC INITIAL DATA

In the Introduction we saw that null hypersurfaces can serve as characteristic surfaces for the source-free generalized Einstein-Maxwell field equations. The purpose of this section is to present a fairly strong argument for the case that timelike and spacelike hypersurfaces can also act as characteristic surfaces for these field equations. To that end, let $S$ be an open subset of the hypersurface $x^{0}=0$ in $\mathbb{R}^{4}$ where $x=\left(x^{0}, x^{4}, x^{2}, x^{3}\right)$ is the standard chart of $\mathbb{R}^{4}$. As initial data on $S$ for the source-free generalized Einstein-Maxwell field equations we choose to specify $g_{i j}, g_{i j, 0}$, and $F_{i j}$ as differentiable functions on $S$ with $g_{00}=\epsilon(= \pm 1), g_{0 \alpha}=0$, and $g_{0 a, 0}=0$. This data will be called characteristic initial data (in a Gaussian normal coordinate system) if it satisfies the constraint equation (2.5) and yields a singular characteristic matrix $Q$ on $S$. (Note that when evaluating the constraint equations the field equations $F_{[0 \alpha, \beta]}=0$ are used to eliminate terms involving $F_{\alpha \beta, 0}$.) We shall show that it is possible to present characteristic initial data on $S$ and hence the source-free generalized Einstein-Maxwell field equations may admit spacelike and timelike characteristic surfaces.

In order to determine the required characteristic initial data, we note that if $M^{\alpha \beta, \gamma}=0$ on $S$ then the characteristic matrix $Q$ assumes the block form [cf. Eq. (2.12) and (2.14)]

$$
Q=\left(\begin{array}{cc}
\chi^{A U} & 0  \tag{3.1}\\
0 & P^{\gamma \mu}
\end{array}\right)
$$

In this case $\operatorname{det} Q=0$ if and only if either $\operatorname{det}\left(\chi^{A U}\right)=0$ or $\operatorname{det}\left(\boldsymbol{P}^{\gamma \mu}\right)=0$. We shall now examine what conditions the initial data must satisfy if $\operatorname{det}\left(\chi^{A U}\right)=0$.

Suppose that $S$ is spacelike; i.e., $g_{00}=-1$ on $S$. If $p \in S$, then we can perform a coordinate transformation on the form (2.15) to arrange that $\left(\bar{g}_{i j}\right)=\operatorname{diag}(-1,1,1,1)$ at $p$. A lengthy calculation shows that at $p$

$$
\begin{align*}
& \operatorname{det}\left(\bar{\chi}^{A U}\right)=\frac{-1}{32}\left\{1-2(A+D+F)+\left(A^{2}+D^{2}+F^{2}\right.\right. \\
& \left.-2 B^{2}-2 C^{2}-2 E^{2}+4 A D+4 A F+4 D F\right)-2\left(A^{2} D\right. \\
& +A^{2} F+A D^{2}+D^{2} F+A F^{2}+D F^{2}-A B^{2}-B^{2} D-A C^{2} \\
& -C^{2} F-D E^{2}-E^{2} F-2 B^{2} F-2 C^{2} D-2 A E^{2}+2 B C E \\
& +4 A D F)+\left(B^{4}+C^{4}+E^{4}+A^{2} D^{2}+A^{2} F^{2}+D^{2} F^{2}+2 B^{2} C^{2}\right. \\
& +2 B^{2} E^{2}+2 C^{2} E^{2}-2 B^{2} F^{2}-2 C^{2} D^{2}-2 A^{2} E^{2}-2 A B^{2} D \\
& -4 A B^{2} F-4 B^{2} D F-4 A C^{2} D-2 A C^{2} F-4 C^{2} D F \\
& -4 A D E^{2}-4 A E^{2} F-2 D E^{2} F+4 A^{2} D F+4 A D^{2} F \\
& \left.+4 A D F^{2}+4 A B C E+4 B C D E+4 B C E F\right)-2\left(B^{4} F\right. \\
& +C^{4} D+A E^{4}-A B^{2} F^{2}-B^{2} D F^{2}-A C^{2} D^{2}-C^{2} D^{2} F \\
& -A^{2} D E^{2}-A^{2} E^{2} F+B^{2} C^{2} D+B^{2} C^{2} F+A B^{2} E^{2} \\
& +B^{2} E^{2} F+C^{2} D E^{2}+A C^{2} E^{2}+A^{2} D^{2} F+A^{2} D F^{2} \\
& +A D^{2} F^{2}-2 A B^{2} D F-2 A C^{2} D F-2 A D E^{2} F-2 B^{3} C E \\
& \left.-2 B C^{3} E-2 B C E^{3}+2 A B C D E+2 A B C E F+2 B C D E F\right) \\
& +\left(B^{4} F^{2}+C^{4} D^{2}+A^{2} E^{4}+2 B^{2} C^{2} D F+2 A B^{2} E^{2} F\right. \\
& +2 A C^{2} D E^{2}-2 A B^{2} D F^{2}-2 A C^{2} D^{2} F-2 A^{2} D E^{2} F \\
& -4 B^{3} C E F-4 B C^{3} D E-4 A B C E^{3}+4 B^{2} C^{2} E^{2} \\
& \left.\left.+A^{2} D^{2} F^{2}+4 A B C D E F\right)\right\}, \tag{3.2}
\end{align*}
$$

where

$$
\begin{array}{lll}
A:=k \bar{F}_{1 h} \bar{F}_{1}^{h}, & B:=k \bar{F}_{1 h} \bar{F}_{2}^{h}, & C:=k \bar{F}_{1 h} \bar{F}_{3}^{h}, \\
D:=k \bar{F}_{2 h} \bar{F}_{2}^{h}, & E:=k \bar{F}_{2 h} \bar{F}_{3}^{h}, & F:=k \bar{F}_{3 h} \bar{F}_{3}^{h} .
\end{array}
$$

Recall that if $N$ is a field of unit normals for a nonnull hypersurface $\Sigma$, then on $\Sigma$ we can decompose $F_{i j}$ as follows:

$$
\begin{equation*}
F_{i j}=-\epsilon\left[2 N_{[i} E_{j 1}+(-g)^{1 / 2} \epsilon_{i j a b} N^{a} B^{b}\right], \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon:=N_{a} N^{a}, \quad E_{a}:=F_{a b} N^{b}, \quad B_{a}:=-* F_{a b} N^{b} \tag{3.4}
\end{equation*}
$$

The vectors $E^{a}$ and $B^{a}$ are called the electric and magnetic field vectors (on $\Sigma$ ). $F_{i j}$ is said to be pure electric (pure magnetic resp.) on $\Sigma$ if $B^{a}=0\left(E^{a}=0\right.$, resp.). When $\Sigma=S$, we choose $N=\partial / \partial x^{0}$ restricted to $S$.

Using Eqs. (2.16) and (3.2), it can be shown that if $S$ is spacelike then at $p$
$\operatorname{det}\left(\chi^{A U}\right)$
$= \begin{cases}\frac{-1}{32 g^{4}}\left(1-k B_{a} B^{a}\right)^{4} & \text { if } F_{i j} \text { is pure magnetic on } S, \\ \frac{-1}{32 g^{4}}\left(1+k E_{a} E^{a}\right)^{2} & \text { if } F_{i j} \text { is pure electric on } S .\end{cases}$

Since Eq. (3.4) implies that $E^{a}$ and $B^{a}$ are tangent to $S$ we see that when $S$ is spacelike $B^{a} B_{a}$ and $E^{a} E_{a}$ must be nonnegative. Thus we can now use Eq. (3.5), along with the fact that our choice of the point $p \in S$ was arbitrary, to deduce the following:

Lemma 1: If the initial data is such that
(i) $M^{\alpha \beta, \gamma}=0$ on $S$;
(ii) $S$ is spacelike; and
(iii) Either $k>0$, and $F_{i j}$ is pure magnetic with $1=k B_{u} B^{a}$, or $k<0$, and $F_{i j}$ is pure electric with $-1=k E_{a} E^{a}$, then $\operatorname{det} Q=0$ on $S$.

When $S$ is timelike we can choose our chart $\bar{x}$ at $p \in S$ so that $\left(\bar{g}_{i j}\right)=\operatorname{diag}(1,1,1,-1)$ at $p$. In terms of this chart $\operatorname{det}\left(\bar{\chi}^{A U}\right)$ has the same terms as those appearing in Eq. (3.2), but many of the signs are changed. The end result of the calculation is that when $S$ is timelike then at $p$
$\operatorname{det}\left(\chi^{A U}\right)$
$= \begin{cases}\frac{-1}{32 g^{4}}\left(1+k B_{a} B^{a}\right)^{4} & \text { if } F_{i j} \text { is pure magnetic on } S, \\ \frac{-1}{32 g^{4}}\left(1-k E_{a} E^{a}\right)^{2} & \text { if } F_{i j} \text { is pure electric on } S .\end{cases}$
In this case $B^{a}$ and $E^{a}$ can be either spacelike, timelike, or null, and hence the vanishing $\operatorname{det}\left(\chi^{A U}\right)$ when $F_{i j}$ is pure magnetic or pure electric places no restriction upon the sign of $k$. Consequently, we have the following:

Lemma 2: If the initial data is such that
(i) $M^{\alpha \beta, \gamma}=0$ on $S$;
(ii) $S$ is timelike; and
(iii) $F_{i j}$ is either pure magnetic with $-1=k B_{a} B^{a}$ or pure electric with $1=k E_{a} E^{a}$, then $\operatorname{det} Q=0$ on $S$.

Lemmas 1 and 2 both require that $M^{\alpha \beta, \gamma}=0$ on $S$. It is an elementary matter to prove the following two lemmas concerning this condition.

Lemma 3: If $S$ is nonnull and $F_{i j}$ is pure magnetic on $S$, then $M^{\alpha \beta, \gamma}=0$ and $F_{[\alpha \beta, \gamma]}=0$ on Sifand only if $F_{\alpha \beta \mid \gamma}=0$, where a vertical bar denotes covariant differentiation with respect to the three-dimensional metric $\bar{g}_{\alpha \beta}$ on $S$ given by $\bar{g}_{\alpha \beta}:=g_{\alpha \beta}$.

Lemma 4: If $S$ is nonnull and $F_{i j}$ is pure electric on $S$, with $F_{i j} \neq 0$, then $M^{\alpha \beta, \gamma}=0$ on $S$ if and only if $\Omega_{\alpha \beta}=\Lambda E_{\alpha} E_{\beta}$ where $\Lambda$ is a differentiable function on $S$ and $\Omega_{\alpha \beta}:=-\frac{1}{2} g_{\alpha \beta, 0}$.

If $F_{i j}$ is pure magnetic on $S$, and $F_{\alpha \beta \mid \gamma}=0$, then the vector field $B^{\alpha}$ must be a parallel vector field of the pseudoRiemannian space $V_{3}=\left(S, \bar{g}_{\alpha \beta}\right)$, and hence $B^{\alpha} \bar{R}_{\alpha \beta \mu \nu}=0$. Using this fact along with the fact that the Weyl tensor of a $V_{3}$ vanishes identically, we can show that

$$
\begin{align*}
\bar{R}_{\alpha \beta \mu v}= & \frac{\bar{R}}{2}\left(\bar{g}_{\alpha \mu} \bar{g}_{\beta v}-\bar{g}_{\alpha \nu} \bar{g}_{\beta \mu}\right)+\frac{\bar{R}}{2 B^{\lambda} B_{\lambda}}\left(B_{\alpha} B_{v} \bar{g}_{\beta \mu}\right. \\
& \left.-B_{\alpha} B_{\mu} \bar{g}_{\beta v}+B_{\beta} B_{\mu} \bar{g}_{\alpha \nu}-B_{\beta} B_{v} \bar{g}_{\alpha \mu}\right) \tag{3.6}
\end{align*}
$$

provided $B^{\lambda} B_{\lambda} \neq 0$. In addition, since $\bar{G}^{\alpha \beta}{ }_{\mid \beta}=0$, we must have

$$
B^{\alpha} \bar{R}_{\mid \alpha}=0
$$

Our work so far has shown us how to choose initial data so that $\operatorname{det} Q=0$ on $S$. However, not all such initial data will satisfy the constraint equation (2.5), which we shall now proceed to investigate.

If $S$ is spacelike, and $F_{i j}$ is pure magnetic on $S$ with $F_{\alpha \beta \mid \gamma}=0$, then the constraint equation (2.5) becomes
$k F_{\mu \beta} \Omega_{\gamma}^{\mu}{ }^{*} R^{* 0 \beta 0_{\gamma}}=0$,

$$
\frac{1}{2}\left(\bar{R}+\Omega_{\alpha}^{\alpha} \Omega_{\beta}^{\beta}-\Omega_{\beta}^{\alpha} \Omega_{\alpha}^{\beta}\right)
$$

$$
\begin{equation*}
=B^{\mu} B_{\mu}+k F_{\beta \lambda} F_{\gamma}^{\lambda *} R^{* 0 \beta O \gamma} \tag{3.7}
\end{equation*}
$$

$$
\Omega_{\alpha \mid \lambda}^{\lambda}-\Omega_{\lambda}^{\lambda}{ }_{\mid \alpha}=k F_{\mu \lambda} F^{\nu \lambda} \delta_{\alpha v \tau}^{\mu \rho \zeta} \Omega_{\xi}^{\tau}{ }_{\mid \rho}
$$

where

$$
\begin{align*}
* R^{* 0 \beta 0 \gamma}= & g_{00} \bar{G}^{\beta \gamma}+\Omega^{\beta \sigma} \Omega_{\sigma}^{\gamma}-\Omega^{\beta \gamma} \Omega_{\sigma}^{\sigma} \\
& +\frac{1}{2} \bar{g}^{\beta \gamma}\left(\Omega_{\tau}^{\tau} \Omega_{\sigma}^{\sigma}-\Omega_{\sigma}^{\tau} \Omega_{\tau}^{\sigma}\right) \tag{3.8}
\end{align*}
$$

and lower case Greek indices have been raised and lowered with $\bar{g}^{\alpha \beta}$ and $\bar{g}_{\alpha \beta}$ resp. When $S$ is spacelike, and $F_{i j}$ is pure electric with $\Omega_{\alpha \beta}=\Lambda E_{\alpha} E_{\beta}$, then Eq. (2.5) becomes

$$
\begin{align*}
& E^{\alpha}{ }_{\mid \alpha}+k \bar{G}^{\alpha \beta} E_{\alpha \mid \beta}=0, \\
& \frac{1}{2} \bar{R}=E^{\alpha} E_{\alpha}+k \bar{G}^{\alpha \beta} E_{\alpha} E_{\beta},  \tag{3.9}\\
& \Omega_{\alpha}^{\lambda}{ }_{\mid \lambda}-\Omega_{\lambda}{ }_{\mid \alpha}=0 .
\end{align*}
$$

Thus the problem of producing characteristic initial data on a spacelike hypersurface for the source-free generalized Einstein-Maxwell field equations has reduced to finding solutions to either Eq. (3.7) or (3.9) which lead to $\operatorname{det} Q=0$ in the manner described in Lemma 1. Upon noting Eq. (3.6) and the fact that when $F_{i j}$ is pure magnetic $F_{\alpha \beta \mid \gamma}=0$ if and only if $B^{\alpha}$ is parallel [which follows from Eq. (3.3)], we get the following sets of characteristic initial data. ${ }^{9}$

Set I: Characteristic initial data when $S$ is spacelike and $k>0$.
(i) $F_{i j}$ is pure magnetic with $1=k B_{a} B^{a}$;
(ii) $\bar{g}_{\alpha \beta}$ is such that $V_{3}=\left(S, \bar{g}_{\alpha \beta}\right)$ admits $B^{\alpha}$ as a parallel vector field and has constant scalar curvature $\bar{R}$ with $k^{-1}-\frac{1}{2} \bar{R} \geqslant 0$; and
(iii) $\Omega_{\alpha \beta}=\Lambda \bar{g}_{\alpha \beta}$, where $\Lambda^{2}=k^{-1}-\frac{1}{2} \bar{R}$.

Set II: Characteristic initial data when Sis spacelike and $k>0$.
(i) $F_{i j}$ is pure magnetic with $1=k B_{a} B^{a}$;
(ii) $\bar{g}_{\alpha \beta}$ is such that $V_{3}=\left(S, \bar{g}_{\alpha \beta}\right)$ admits $B^{\alpha}$ as a parallel vector field and has constant scalar curvature $\bar{R}=2 k^{-1}$; and
(iii) $\Omega_{\alpha \beta}=\Lambda B_{\alpha} B_{\beta}$, where $\Lambda$ is an arbitrary differentiable function on $S$.

Set III: Characteristic initial data when $S$ is spacelike and $k<0$.
(i) $F_{i j}$ is pure electric with $-1=k E^{a} E_{a}$ and $E^{\alpha}{ }_{\mid \alpha}=0$;
(ii) $\bar{g}_{\alpha \beta}$ is such that $V_{3}=\left(S, \bar{g}_{\alpha \beta}\right)$ is a space of constant curvature ${ }^{10}$ with scalar curvature $\vec{R}=-3 k^{-1}$, and
(iii) $\Omega_{\alpha \beta}=0$.

We shall now turn our attention to the case in which $S$ is timelike.

When $S$ is timelike, and the electromagnetic field is pure magnetic with $F_{\alpha \beta \mid \gamma}=0$, then the constraint equation (2.5) becomes

$$
\begin{align*}
& k F_{\mu \beta} \Omega_{\gamma}^{\mu}{ }^{*} R^{* 0 \beta 0 \gamma}=0, \\
& -\frac{1}{2}\left(\bar{R}-\Omega_{\alpha}^{\alpha} \Omega_{\beta}^{\beta}+\Omega_{\beta}^{\alpha} \Omega_{\alpha}^{\beta}\right)=B^{\mu} B_{\mu}+k F_{\beta \lambda} F_{\gamma}^{\lambda *} R^{* 0 \beta 0 \gamma}, \tag{3.10}
\end{align*}
$$

$\Omega_{\alpha}{ }^{\lambda}{ }_{\mid \lambda}-\Omega^{\lambda}{ }_{\lambda \mid \alpha}=k F_{\mu \lambda} F^{\nu \lambda} \delta_{\alpha \nu \tau}^{\mu \rho \zeta} \Omega_{\zeta}{ }^{\tau}{ }_{\mid \rho}$,
where ${ }^{*} R^{* 0 \beta 0 \gamma}$ is defined by Eq. (3.8).
If $S$ is timelike, and $F_{i j}$ is pure electric with $\Omega_{\alpha \beta}=\Lambda E_{\alpha} E_{\beta}$, then Eq. (2.5) becomes

$$
\begin{align*}
& E_{\mid \alpha}^{\alpha}+k \bar{G}^{\alpha \beta} E_{\alpha \mid \beta}=0, \\
& -\frac{1}{2} \bar{R}=E^{\alpha} E_{\alpha}+k \bar{G}^{\alpha \beta} E_{\alpha} E_{\beta}, \\
& \Omega_{\alpha}^{\lambda}{ }_{\mid \lambda}-\Omega_{\lambda}^{\lambda}{ }_{i \alpha}=0 . \tag{3.11}
\end{align*}
$$

Upon combining Eqs. (3.10) and (3.11) with Lemmas 2, 3 , and 4, we obtain the following three sets of characteristic initial data.
-Set IV: Characteristic initial data when $S$ is timelike.
(i) $F_{i j}$ is pure magnetic with $-1=k B_{a} B^{a}$;
(ii) $\bar{g}_{\alpha \beta}$ is such that $V_{3}=\left(S, \bar{g}_{\alpha \beta}\right)$ admits $B^{\alpha}$ as a parallel vector field and has constant scalar curvature $\bar{R}$ with $\frac{1}{2} \bar{R}-k^{-1} \geqslant 0$; and
(iii) $\Omega_{\alpha \beta}=\Lambda \bar{g}_{\alpha \beta}$, where $\Lambda^{2}=\frac{1}{2} \bar{R}-k^{-1}$.

Set V. Characteristic initial data when $S$ is timelike.
(i) $F_{i j}$ is pure magnetic with $-1=k B_{a} B^{a}$;
(ii) $\bar{g}_{\alpha \beta}$ is such that $V_{3}=\left(S, \bar{g}_{\alpha \beta}\right)$ admits $B^{\alpha}$ as a parallel vector field and has constant scalar curvature $\vec{R}=2 k^{-1}$; and
(iii) $\Omega_{\alpha \beta}=\Lambda B_{\alpha} B_{\beta}$, where $\Lambda$ is any differentiable function on $S$.

Set VI. Characteristic initial data when $S$ is timelike.
(i) $F_{i j}$ is pure electric on $S$ with $1=k E_{a} E^{a}$ and $E^{\alpha}{ }_{\mid \alpha}=0$;
(ii) $\bar{g}_{\alpha \beta}$ is such that $V_{3}=\left(S, \bar{g}_{\alpha \beta}\right)$ is a space of constant curvature with scalar curvature $\bar{R}=-3 k^{-1}$; and
(iii) $\Omega_{\alpha \beta}=0$.

At this time we note that there is only a slight difference between the sets of characteristic initial data, I, II, III and IV, V, VI, resp. This similarity stems from the resemblance between the "magnetic constraint equations" (3.7), (3.10) and the "electric constraint equations" (3.9), (3.11).

Thus far in our search for characteristic initial data we have arranged for $\operatorname{det} Q$ to vanish by choosing $M^{\alpha \beta, \gamma}=0$ and $\operatorname{det}\left(\chi^{A V}\right)=0$. Due to Eq. (3.1) we see that we can also get
$\operatorname{det} Q=0$ by having $M^{\alpha \beta, \gamma}=0$ and $\operatorname{det}\left(P^{\gamma \mu}\right)=0$. We shall now explore this possibility.

When $S$ is spacelike,

$$
P^{\gamma \mu}=\bar{g}^{\gamma \mu}-k^{*} R^{* 0 \gamma \nu \mu},
$$

while if $S$ is timelike,

$$
\boldsymbol{P}^{\gamma \mu}=-\overline{\boldsymbol{g}}^{\gamma \mu}-k^{*} R^{* 0 \gamma 0 \mu}
$$

where ${ }^{*} R^{* 0 \gamma 0 \mu}$ is given by Eq. (3.8). Upon noting that $\operatorname{det}\left(P^{\gamma \mu}\right)=0$ if and only if $\operatorname{det}\left(P_{\mu}^{\gamma}\right)=0$, and

$$
6 \operatorname{det}\left(P_{\mu}^{\gamma}\right)=\delta_{\mu \mu \nu}^{\alpha \beta \gamma} P_{\alpha}^{\lambda} P_{\beta}^{\mu} P_{r}^{\nu}
$$

we can derive the following two additional sets of characteristic initial data.

Set VII: Characteristic initial data when $S$ is spacelike and $k<0$.
(i) $F_{i j}$ is pure magnetic;
(ii) $\bar{g}_{\alpha \beta}$ is such that $V_{3}=\left(S, \bar{g}_{\alpha \beta}\right)$ admits $B^{\alpha}$ as a parallel vector field and has constant scalar curvature $\bar{R}=3 k^{-1}$; and
(iii) $\Omega_{\alpha \beta}=\Lambda \bar{g}_{\alpha \beta}$, where $\Lambda^{2}=-(2 k)^{-1}$.

Set VIII. Characteristic initial data when $S$ is timelike and $k>0$.
(i) $F_{i j}$ is pure magnetic;
(ii) $\bar{g}_{\alpha \beta}$ is such that $V_{3}=\left(S, \bar{g}_{\alpha \beta}\right)$ admits $B^{\alpha}$ as a parallel vector field and has constant scalar curvature $\bar{R}=3 k^{-1}$; and
(iii) $\Omega_{\alpha \beta}=\Lambda \bar{g}_{\alpha \beta}$, where $\Lambda^{2}=(2 k)^{-1}$.

In concluding this section I would like to point out that the characteristic initial data presented above by no means exhausts the set of all possible characteristic initial data for the source-free generalized Einstein-Maxwell field equations. However, it does show us that characteristic initial data for these field equations can be prescribed on spacelike and timelike hypersurfaces.

## 4. SUMMARY AND CONCLUSIONS

In this paper we have seen that null hypersurfaces can act as characteristic surfaces for the source-free generalized Einstein-Maxwell field equations. We have also seen that it is possible to specify characteristic initial data on spacelike and timelike hypersurfaces. The latter observation does not imply that spacelike and timelike hypersurfaces can act as characteristic surfaces, although it is indicative of this possibility.

Previous work ${ }^{11}$ with the generalized Einstein-Maxwell field equations suggests that the coupling constant $k$, which has units of (length) ${ }^{2}$, must be small in magnitude. If we assume that this is the case, then we find that for each of the eight sets of characteristic initial data presented in the last section some quantity of physical or geometrical significance must be quite large. For example, we must have either intense electromagnetic fields, or enormous curvature or a rapidly varying metric. The fact that some quantity appears to be "blowing up" in order to obtain characteristic initial data on a spacelike or timelike hypersurface indicates that characteristic surfaces may only occur under extreme condi-
tions, during which a classical field theory may not actually be viable. Since our present knowledge of such situations is quite limited, I believe that we cannot dismiss the generalized Einstein-Maxwell field theory on the grounds that it admits characteristic initial data on spacelike or timelike hy-persurfaces-unless we can produce more "reasonable" characteristic data on such hypersurfaces.

In Sec. 2 we saw that for noncharacteristic, analytic initial data, which satisfy the constraint equation (2.5) on a spacelike or timelike initial hypersurface, there will always exist an analytic solution to the source-free generalized Ein-stein-Maxwell field equations which is valid on a neighborhood of the initial hypersurface and which agrees with the initial data. When the initial data are characteristic, we are not assured that such a solution will exist, even if the data are analytic and satisfy the constraint equation. Thus in view of the characteristic initial data presented in Sec. 3, and the above discussion of it, we see that for intense gravitational and electromagnetic fields the source-free generalized Ein-stein-Maxwell field equations appear to lose their predictive powers. Consequently, these field equations seem to forecast the regime in which they are no longer useful for predicting the future. This remarkable feature of the generalized Ein-stein-Maxwell field theory can perhaps be interpreted as a classical limit on the phenomenon to which this theory can be applied, or perhaps it is indicative of something more fundamental about the nature of matter.
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In this paper we extend the results of 2 to Gibbsian systems of particles and unbounded spins, showing that under general conditions on the potential the local limit property is a consequence of the integral property for these systems. We give some applications of this result to the problem of the equivalence of the ensembles.

## INTRODUCTION

In this work we find that under general conditions on the potential it is possible to derive the local limit theorem from the integral limit theorem for Gibbs random fields of particles and for Gibbs random fields of infinite spins.

We consider a system of particles interacting through a short-range pair potential; the proof consists in reducing the problem to the finite spin case using a special technique. ${ }^{1}$ The proof of the local limit theorem for a Gibbs random field of particles has been derived directly by Halfina ${ }^{2}$ and by Minlos and Halfina, ${ }^{3}$ who have used analytic properties of the energy and of the correlation functions. Our result is quite different: Without assuming any analyticity we show that the local central limit theorem is a direct consequence of the integral one.

The case of infinite spins with a short-range pair interaction is easily reduced to the proof for the particles, using a property of exponential weak dependence introduced by Dobrushin, ${ }^{4}$ explicitly exhibited in Ref. 5. Since the exponential weak dependence implies the exponential decay of correlations (see Appendix A) and Malyshev has shown that the exponential decay implies the integral limit theorem, ${ }^{6}$ this result allows us to get sufficient conditions for the local limit theorem for infinite spin systems. The result of Riauba' is more general than ours in the one-dimensional case, whereas our simpler method works in any dimension.

From the local limit theorem we deduce the equivalence of the Gibbs ensemble and the canonical ensemble for spin systems and for particle systems. Our method differs from that used by Halfina ${ }^{2}$ because the use of the exponential weak dependence makes the proof much simpler. Our work also differs from the result of Georgii, ${ }^{8}$ because we find a method for checking the equivalence of the canonical ensemble in concrete cases. The result of Georgii is more general than ours, but since there is no method available for checking that a canonical state is extremal, it is more difficult to apply it to concrete models.

In Sec. 1, we give the definitions and the results. In Secs. 2 and 3 we give the proof of Theorems 1,2, and 3. In Sec. 4 we
deal with the problem of the equivalence of ensembles for the systems we have considered in the previous sections. In Appendix A, as stated before, we show that the exponential decay of correlations follows from the exponential weak dependence for superstable infinite spin systems.

## 1. DEFINITIONS, HYPOTHESES, AND RESULTS

## A. Particle system

Here we use the standard definitions of a Gibbsian system of particles (see Ref. 9). We assume a pair interaction, which is described by a translationally invariant potential $U: \mathbb{R}^{v} \rightarrow(-\infty,+\infty]$ which satisfies the following requirements:
(i) $U$ is a continuous map into the extended real line;
(ii) For some $R>0, U(x)=0$ if $|x|>R$ (finite range) and for some
$G>0$ and every $x \in \mathbb{R}^{v}, U(x)>-G ;$
(iii) $U(x-y)$ is stable, i.e., for some $B \geqslant 0$ and every finite configuration $s$,

$$
\begin{equation*}
\sum_{x, y \in s} U(x-y) \geqslant-B|s| \tag{1.2}
\end{equation*}
$$

where $|s|$ denotes the cardinality of $s$. Let $\mu$ be the chemical potential and $s, \bar{s}$ two configurations; we get

$$
\begin{equation*}
U(s \mid \vec{s})=\frac{1}{2} \sum_{\substack{x, \bar{s} \in s \\ x \neq \bar{x}}} U(x-\tilde{x})-\mu|s|+\sum_{\substack{x \in s \\ \bar{x} \in \bar{s}}} U(x-\bar{x}) \tag{1.3}
\end{equation*}
$$

The conditional Gibbs distribution in a bounded volume $V$ with the condition $s \in S\left(\mathbb{R}^{v} \backslash V\right)$ is given by the density with respect to the free measure $\lambda(d s)^{9}$ :

$$
\begin{align*}
& P_{V}(s \mid \bar{s})=Z(V \mid \bar{s})^{-1} \exp \{-\beta U(s \mid \bar{s})\}  \tag{1.4}\\
& Z(V \mid \bar{s})=\int_{S(V)} \exp \{-\beta U(s \mid \vec{s})\} \lambda(d s)
\end{align*}
$$

where $S(V) d$ is the disjoint union of all the sets of configurations with a fixed number of particles: $S(V)=U_{m=0}^{\infty} S^{m}(V), S^{m}(V) \equiv\{s|S,|s|=m\}$, and $S$ is the
family of all finite or countable subsets $s \in \mathbb{R}^{v}$ such that the intersection $s \cap V$ is finite for every bounded subset $V$ of $\mathbb{R}^{v}$. The Gibbs random field associated to the particle system is a random field whose conditional distributions have densities (1.4) for almost all the conditions $\bar{s}$.

## B. Infinite spin system (discrete values)

We first consider the case when the random variables $\xi_{t}, t \in \boldsymbol{Z}^{v}$ take integer values.

The interaction is defined by a finite range potential (two-body) with range $R$, i.e., by a family of functions $U_{t, s}(\cdot, \cdot): \boldsymbol{Z} \times \boldsymbol{Z} \rightarrow(-\infty,+\infty]$ and by the self interaction potential $F_{l}: Z \rightarrow(-\infty,+\infty]$.

We suppose:
(i) $U_{t, s}, \forall t, s, F_{t}$ are translational invariant,
(ii) if $|\xi| \leqslant \bar{c} \delta(2 R+1)^{\nu},|\eta| \leqslant \bar{c} \delta(2 R+1)^{\nu}, \delta>1$, then $U_{t, s}(\xi, \mu) \leqslant R_{1},|F(\xi)| \leqslant R_{2}$,
where $\bar{c}$ is defined in Eq. (1.10).
The Gibbs random field for an infinite spin system is defined as above, ${ }^{4,10}$ and the conditional probabilities in the volume $V$ with boundary conditions $\bar{\xi}_{t}, t \in Z^{\nu} \backslash V$ are

$$
\begin{align*}
& q_{V}\left(\xi_{t}, t \in V \mid \bar{\xi}_{t}, t \in Z^{V} \backslash V\right) \\
& \quad=Z_{V}^{1}\left(\overline{\xi_{t}}\right) \cdot \exp \left\{+\beta \mu \sum_{t \in V} \xi_{t}-F\left(\xi_{t}\right)\right. \\
& \left.\quad-\beta \sum_{\substack{t, s \in V \\
t \neq s}} V_{t, s}\left(\xi_{t} \xi_{s}\right)-\beta \sum_{\substack{t \in V \\
s \in Z^{v} \mid V}} U_{t, s}\left(\xi_{t} \bar{\xi}_{s}\right)\right\} . \tag{1.6}
\end{align*}
$$

## C. Infinite spin system (continuous values)

Let us now give the conditions on the potential that we need to formulate our result. The symbols and the definitions of Sec. 1B will be used, taking into account that the conditional probability (1.6) now becomes a density of conditional probability with respect to the Lebesgue measure $\Pi_{i=1}^{|\nu|} d \xi_{i}$ and that all the variables in that formula take values in $\mathbb{R}^{1}$. Let us introduce the following symbols and definitions:

$$
\begin{align*}
& P_{\bar{\gamma}}(\bar{x})=P_{\{s \mid}\left(x / \bar{\gamma} l \in A_{s}\right), \\
& A_{s}=\left\{l \in Z^{v} /|l-s| \in R\right\}, \quad \bar{\gamma}=\left(\gamma_{l}, l \in A_{s}\right) \\
& C_{\mu}=\max _{\substack{\left|\bar{\gamma}_{l}\right|<\mu \\
l \in A}} \int_{-\infty}^{+\infty}\left|P_{\bar{\gamma}}^{\prime}(x)\right| d x, \tag{1.7}
\end{align*}
$$

where $P_{\bar{\gamma}}(x)=P_{\{s\}}\left(x \mid \bar{\gamma}_{p} l \in A_{s}\right)$ is the density of the conditional probability of the variable under the condition $\xi_{l}=\bar{\gamma}_{l}, l \in A_{s}$.

We suppose further that $U_{t, s}\left(\xi_{v}, \xi_{s}\right), F\left(\xi_{t}\right)$ satisfy all the conditions of Sec. 1B and that they are differentiable with respect to $\xi_{v}, \xi_{s}$ in such a way that $\int_{-\infty}^{+\infty}\left|P \frac{\dot{\gamma}}{\gamma}(x)\right| d x$ exists for every choice of the conditions $\bar{\gamma}_{l}, l \in A_{s}$ and that there exist constants $\alpha<2, g>0$ such that $C \mu \leqslant g \mu^{\alpha}$. It is easy to see that these last two conditions hold, for example with $\alpha=1$, when the interaction is given by
$U_{t, s}\left(\xi_{v}, \xi_{s}\right)=J(t-s) \xi_{t} \xi_{s}, \quad J(t)=0 \quad$ if $\quad|t| \geqslant R$,
$F\left(\xi_{t}\right)=\lambda\left(a \xi^{4}+b \xi^{3}+c \xi^{2}\right)$
with $\alpha>0$.

## D. The exponential weak dependence

Following Refs. 4 and 11 we introduce the property of exponential weak dependence for a Gibbs random fields associated to a spin system; an analogous definition holds for the particle case. We make use of the following metric on the space of measures (Vasershtein's distance). Let $\xi$ and $\mu$ be two integer-valued random variables with distributions $P_{\xi}(\cdot), P_{\mu}(\cdot)$, respectively: We define the Vasershtein's distance $R\left(P_{\xi}(\cdot), P_{\mu}(\cdot)\right)$ between $P_{\xi}, P_{\mu}$ by

$$
\begin{equation*}
R\left(P_{\xi}, P_{\mu}\right)=\inf _{\widehat{P}} \sum_{l, m}|l-m| \widehat{P}(l, m) \tag{1.8}
\end{equation*}
$$

where the inf is taken over all the joint probability distributions $\widehat{P}(\xi, \mu)$ such that $\widehat{P}(\xi=n, \mu \in Z)=P_{\xi}(\xi=n), \widehat{P}(\xi \in Z$, $\mu \in m)=P_{\mu}(\mu=m)$. This distance has been used by Dobrushin ${ }^{4}$ in a more general frame than ours for studying the problem of the uniqueness of the Gibbs random field, also see Ref. 5.

Let $V_{1}, V_{2} \in Z^{v},\left|V_{1}\right|<+\infty,\left|V_{2}\right|<+\infty$ be such that $V_{1} \cap V_{2}=\emptyset$ and take the constant $\epsilon>0$. We shall say that the values of the field on $V_{2}$ are exponentially weakly dependent of the values of the field on $V_{1}$ if there exist numbers $\epsilon_{t}, t \in V_{2}$, s.t. $\Sigma_{t \in V_{2}} \epsilon_{t} \leqslant \epsilon$ and for every $\bar{V}_{1} \subset V_{1}$ and $P_{V_{2}}$ every $x_{t}^{1}, x_{t}^{2} \in Z, t \in V_{2}$

$$
\begin{equation*}
R\left(P_{\bar{V}_{t}}\left|x_{t}^{1}, t \in V_{2}, P_{\bar{V}_{t}}\right| x_{t}^{2} t \in V_{2}\right) \leqslant \sum_{t \in V_{2}} \epsilon_{t}\left|x_{t}^{1}-x_{t}^{2}\right| \tag{1.9}
\end{equation*}
$$

and $\epsilon_{t} \leqslant c_{1} \exp \left[-c_{2} d\left(t, V_{1}\right)\right]$ for some fixed constants $c_{1}, c_{2}$, and $d\left(t, V_{1}\right)$ and $d(t, V)=\min _{t^{\prime} \in V} d\left(t, t^{\prime}\right)$.

## E. The integral and the local central limit theorems

Here we use the same notations of Ref. 11. In all the theorems that we prove in Secs. 2 and 3, we consider as a Gibbsian sequence the sequence of the restrictions of the Gibbs field to the space of the events related to the volume $V_{k}$, and the Gibbs field chosen is supposed to be invariant under translations. All the proofs also hold in the case when we consider the sequence of conditional probabilities $P_{k}\left(\cdot / \bar{x}_{k}\right)$ of the spins in the volume $V_{K}$ provided that one chooses the boundary conditions $\bar{x}_{k}$ in such a way that for some $\bar{c}$, the expectation of $\Sigma_{t \in V_{k}}\left|\xi_{t}\right|$ with respect to $P_{k}\left(\cdot \bar{x}_{k}\right)$ satisfies the inequality

$$
\begin{equation*}
E_{k}\left(\sum_{t \in V_{k}}\left|\xi_{t}\right|\right) \leqslant \bar{c}\left|V_{k}\right| . \tag{1.10}
\end{equation*}
$$

Thus $\bar{c}$ (the constant introduced in Sec. 1B) is the constant for which (1.10) is verified, or, in the case of the translationally invariant Gibbs random field, $\xi_{t}$ is defined by $\bar{c}=E\left|\xi_{0}\right|$. In the case of particles (1.10) must be substituted by

$$
E\left(S_{k}\right) \leqslant \bar{c} m\left(V_{k}\right),
$$

where $S_{k}=S_{n} \cap V_{k}$. Let $\left\{S_{k}\right\}$ be a sequence of random variables such that $S_{k}$ is measurable with respect to the $\sigma$-algebra of the events in the volume $V_{k}$. We shall say that this sequence satisfies the integral central limit theorem if

$$
\begin{aligned}
& (\alpha) D\left(S_{k}\right)=D\left|V_{k}\right|, \\
& \text { ( } \beta \text { ) } D>0, \\
& (\gamma) \operatorname{Pr}\left\{\bar{S}_{k} \leqslant x\right\} \underset{k \rightarrow \infty}{\rightarrow} \frac{1}{\sqrt{2 \pi}} \int_{0}^{x} e^{-\left(u^{2} / 2\right)} d u,
\end{aligned}
$$

where $D$ denotes the dispersion

$$
D \xi=\int[\xi(\omega)-E \xi(\omega)]^{2} d P(\omega)
$$

and

$$
\bar{S}_{k}=\left(S_{k}-E S_{k}\right) / \sqrt{D S_{k}}
$$

In the particle case one has to substitute $\left|V_{k}\right|$ with $V$ (volume of $V_{k}$ ).

In the case of lattice distributed random variables, ${ }^{7,12}$ the local limit theorem is defined in the following way: Setting $P_{k}(p)=P_{r}\left\{S_{k}=p\right\}, z_{p}^{k}=\left(p-E S_{k}\right) /\left(D S_{k}\right)^{1 / 2}$ we say that the Gibbsian sequence $\left\{S_{k}\right\}$ satisfies the local central limit theorem if $(\alpha),(\beta)$ are verified and

$$
\begin{equation*}
\sup _{p}\left|\sqrt{D S_{k}} P_{k}(p)-\frac{1}{\sqrt{2 n}} \exp \left[-\frac{1}{2}\left(z_{p}^{k}\right)^{2}\right]\right| \underset{k \rightarrow \infty}{\rightarrow} 0 . \tag{1.11}
\end{equation*}
$$

In the particle case we shall take $S_{k}=\left|s \cap V_{k}\right|$, in the infinite spin case $S_{k}=\Sigma_{i \in V_{k}} \xi_{r}$. When the spin is continuous it is necessary to introduce the density of conditional probability and the density of probability of $S_{k}: \operatorname{Pr}\left\{S_{k} \in A\right\}=\int_{A} P_{k}(x) d x$, where $A$ is a Borel subset of the real numbers and $d x$ the Lebesgue measure. Thus the condition (1.11) becomes

$$
\begin{equation*}
\sup _{x}\left|P_{k}(x)-\frac{e^{-\left(x^{2} / 2\right)}}{\sqrt{2 \pi}}\right|_{k \rightarrow \infty}^{\rightarrow 0 .} \tag{1.12}
\end{equation*}
$$

## F. Equivalence of the ensembles

We use definitions analogous to those used in Ref. 11. In this part of the work we deal with systems of spins which take values in $\mathbb{Z}$. The other systems can be treated easily using the same methods developed here.

Gibbs ensemble: In the volume $V_{k}$, the probability measure $P_{\mu, k}$ belonging to a certain Gibbsian sequence, where $\mu$ indicates the chemical potential, is called the Gibbs ensemble. We indicate with $P_{\mu, k}\left(\xi_{\imath}, t \in V\right)$ the restriction of $P_{\mu, k}$ on the space $\mathbb{Z}^{u}, u \in V_{k}$. We denote the mean and the variance of the random variable $X$ with respect to the measure $P_{\mu, k}$ by $E_{\mu \cdot k} X, D_{\mu, k} X$.

Canonical ensemble: We shall say that the probability measure on $Z^{V_{6}}$ denoted by $q_{N, V_{h}}(\cdot)$ is the canonical ensemble if $q_{N, V_{k}}(\cdot)$ is given by

$$
\begin{equation*}
q_{N, V_{k}}\left(\xi_{t}, t \in V=P_{\mu, k}\left(\xi_{t}, t \in V / S_{k}=N\right),\right. \tag{1.13}
\end{equation*}
$$

where $S_{k}=\Sigma_{t \in Y_{k}} \xi_{\text {, }}$, and $P_{\mu k}\left(\cdot \mid S_{k}=N\right)$ is the conditional distribution obtained by $P_{\mu k}$ with the condition $S_{k}=N$, and $N$ is some integer such that $P_{\mu, k}\left(S_{k}=N\right) \neq 0$.

We call a Gibbsian canonical sequence a sequence of canonical ensembles generated by a Gibbsian sequence and by a sequence of integers.

Equivalence between Gibbs ensemble and canonical ensemble: Let us take a Gibbsian sequence $\left\{S_{k}\right\}$. Let $N_{K}$ be a sequence of integers such that $\lim _{k \ldots \infty} N_{k} /\left|V_{k}\right|=\rho$. $\rho$ is the density in the canonical ensemble.) We say the equivalence between the Gibbs ensemble and the canonical ensemble holds, for the given Gibbsian sequence, if, for every $U$, $|U|<+\infty$ and for every $\xi_{\text {: }}$

$$
\begin{equation*}
\left|P_{\mu_{k}}\left(\xi_{v}, t \in U\right)-q_{N_{k}, V_{k}}\left(\xi_{v}, t \in U\right)\right| \underset{k \rightarrow \infty}{\rightarrow} 0, \tag{1.14}
\end{equation*}
$$

where $\mu_{K}$ is such that $E_{\mu_{k}} S_{k}=N_{k}$.

## G. Results

Using the previous definitions we now formulate the theorems contained in this paper.

Theorem 1: Let the hypotheses of (1.1) on the potential be verified. If $\left\{S_{k}\right\}$ verifies the integral central limit theorem for a certain Gibbsian sequence, then it also verifies the local limit theorem for the same Gibbsian sequence.

The case of infinite spins with discrete values can be proved in an analogous way, when the hypothesis of the following lemma are verified.

Lemma 1: If the property of exponential weak dependence is verified by the Gibbs random field defined in (1.2), then for some $q>0$

$$
\begin{equation*}
D \sum_{r \in V_{k}}\left|\xi_{t}\right| \leqslant q\left|V_{k}\right| . \tag{1.15}
\end{equation*}
$$

We need this additional hypothesis in the case of infinite spins because we have to evaluate the probability that a certain fraction of the random variables in a volume $V_{k}$ has absolute value bigger than a fixed constant. In the particle case (1.15) is satisfied by condition ( $\alpha$ ) of the integral central limit theorem. Thus we obtain the following theorem for infinite discrete spins:

Theorem 2: If the exponential weak dependence is valid for the Gibbs random field $\left\{\xi_{t}\right\}$ satisfying the hypotheses in (1.2) and the sequence $\left\{S_{k}\right\}$ satisfies the integral central limit theorem for a certain Gibbsian sequence, then it satisfies the local central limit theorem for the same Gibbsian sequence.

In the case of the Gibbs random field of particles, it is possible to derive $(\alpha)$ and ( $\gamma$ ) defined in (1.4) using the analyticity property of the partition functions as a function of the chemical potential, while ( $\beta$ ) can be deduced from the strong convexity of the pressure. Thus we introduce the integral and the local limit theorem in the analyticity region for a Gibbs random field of particles. Let us formulate here the result concerning the connection between exponential weak dependence and the exponential decay of correlations.

Lemma 2: Let the Gibbs random field (Sec. 1B) satisfy the exponential weak dependence and suppose that the superstability property is satisfied. ${ }^{10,13}$ Then for every $T_{1}, T_{2} \in \mathbb{Z}^{v},\left|T_{1}\right|<+\infty,\left|T_{2}\right|<+\infty, T_{1} \cap T_{2}=\emptyset$ we have

$$
\left|E\left(\prod_{t \in T_{2} \cup T_{2}} \xi_{t}\right)-E\left(\prod_{t \in T_{2}} \xi_{t}\right) E\left(\prod_{\xi \in T_{2}} \xi_{t}\right)\right| \leqslant b_{1} e^{-b_{1} d\left(T_{1}, T_{2}\right)}
$$

where the constants $e_{1}, e_{2}$ depend only on $\left|T_{1} \cup T_{2}\right|$ and

$$
d\left(T_{1}, T_{2}\right)=\min _{t \in T_{1}, t_{2} \in T_{2}} \operatorname{dist}\left(t_{1}, t_{2}\right) .
$$

The proof of Lemma 2 can be extended also to the spin system with continuous values. Also theorem 2 can be extended to this case.

Theorem 3: Let us consider a Gibbs random field of spins satisfying the hypothesis in Sec. 1C. Then if the sequence $\left\{S_{k}\right\}$ satisfies the integral central limit theorem for a Gibbsian sequence and the property of exponential weak dependence is verified, then it satisfies also the local central limit theorem for the same Gibbsian sequence.

Theorems 2 and 3 together with Lemma 2 furnish sufficient conditions in order to obtain the integral and the local limit theorem. Let us consider, for example, the Gibbsian sequence defined by the restriction of the Gibbs random field (Sec. 1C) to a sequence of volumes $\left\{V_{k}\right\}$. Let us take the Gibbs field corresponding to potential (1.7a) which satisfies the superstability property. Then it can be shown ${ }^{5}$ that the exponential weak dependence is satisfied at large temperatures and applying Lemma 2, we obtain the exponential decay of correlations. From the last property, applying the methods used in Ref. 6, we obtain the integral central limit theorem for the choosen Gibbsian sequence. Then from Theorem 3 the local theorem is proven. From these three theorems we can derive the equivalence between the Gibbs ensemble and the canonical ensemble. We consider only the case of spin systems with integer values, the other cases can be treated in an analogous way. We first take a Gibbsian sequence $P_{\mu, k}$ and then construct the canonical Gibbsian sequence $\left(G_{N_{k}, V_{k}}, N_{k}\right)$ as in Sec. 1F. Then we have:

Theorem 4: If the Gibbsian sequence $\left\{P_{\mu, k}\right\}$ satisfies (1.10) and the integral central limit theorem, if the potential satisfies conditions (1.2), if the exponential weak dependence holds, then the equivalence between canonical and Gibbs ensemble holds for $\left\{P_{\mu, k}\right\}$. First we prove the proposition:

Proposition 1: If for the Gibbsian sequence $\left\{P_{\mu, k}\right\}$, the integral central limit theorem holds, and if the exponential weak dependence is verified, then $\forall Q,|Q|<+\infty, \forall \xi_{t}$, $t \in Q$,
$P\left(\frac{S_{V_{k}} \mid-E_{\mu, k} S_{V_{k}}}{\sqrt{D\left|V_{k}\right|}}<z\right) \left\lvert\, \xi_{r} \in Q \rightarrow \int_{-\infty}^{z} \frac{e^{-u^{2} / 2}}{\sqrt{2 \pi}} d u\right.$,
where $D$ is defined in ( $\alpha$ ) Sec. 1E. Theorem 4 follows from Proposition 1 and Theorem 2 by standard arguments.

## 2. PROOF OF THEOREM 1

The probability $P_{k}(p)=P_{r}\left\{S_{k}=p\right\}$ can be expressed by means of the inversion formula for the characteristic function
$2 \pi P_{k}(p)=\frac{1}{\sqrt{D S_{k}}} \int_{-\pi \sqrt{D S_{\kappa}}}^{+\pi \sqrt{D S_{k}}} E\left(e^{i \tau \overline{S_{k}}}\right) e^{-i \tau p} \tau$.
We use the same subdivision of Ref. 11. Therefore, the problem reduces to showing the following: Given $\epsilon>0$ there are two constants $A$ and $\chi$, such that for $k$ large enough the integrals:

$$
\begin{align*}
& \int_{A<|i|<\chi \sqrt{D S_{k}}}\left|E\left(\exp \left(i \tau \overline{S_{k}}\right)\right)\right| d \tau  \tag{2.2a}\\
& \int_{\chi} \sqrt{D S_{k}<|\tau| \leqslant \pi \sqrt{D S_{k}}}\left|E\left(\exp \left(i \tau \overline{S_{k}}\right)\right)\right| d \tau \tag{2.2b}
\end{align*}
$$

are less than $\epsilon$.
Let us consider (2.2a). It follows from the continuity of $U$ that for some $R_{2}>0, R_{2}<R_{1}, U(x)<G$ for $x>R_{2}$. Let's now put $R=\max \left(R_{1}, 3 R_{2}\right)$. We consider a pavement $\mathscr{P}$ of $\mathbb{R}^{v}$ made up of open cubes with side $3 R$, a subpavement $\mathscr{Q}$ of $\mathscr{P}$ made up of open cubes with side $R$, and let's denote with $\mathscr{Q}_{1}$ the set of all cubes of $\mathscr{Q}$ that lie at the center of a cube of $\mathscr{P}$.

We put

$$
\begin{align*}
& W_{k}=\bigcup_{\substack{P \in \mathscr{P} \\
P \subset V_{k}}}^{\cup} P, \quad Z_{k}=V_{k} \backslash W_{k},  \tag{2.3}\\
& n_{k}=\#\left(P \in \mathscr{P}, P \subset V_{k}\right)
\end{align*}
$$

The event that some particle lies on the boundaries of the cubes has probability 0 with respect to every Gibbs random measure, so that we will neglect it in the following considerations.

## We have

$$
\begin{equation*}
S_{k}=S_{w_{k}}+S_{z_{k}} \tag{2.4}
\end{equation*}
$$

Now since $S_{k}$ satisfies the integral theorem and in particular the property $\alpha$, it follows from Chebychev's inequality and (1.10)' that for an arbitrary $\eta>0$
$P\left(\frac{\Sigma_{\Delta \subset w_{k}} S_{\Delta}}{3^{v} n_{k}} \geqslant \bar{c} R^{v}+\eta\right) \leqslant P\left(\frac{S_{k}}{3^{v} n_{k}} \geqslant \bar{c} R^{v}+\eta\right) \leqslant \frac{Q}{n_{k}}$,
where $Q$ is some positive constant.
Let us fix two constants $\delta, \delta^{\prime}$ such that $\delta>3^{\nu}$ and $3^{-v}>\delta^{\prime}>\delta^{-1}$ and define $M=\delta\left(\bar{C} R^{v}+\eta\right)$ and $\chi_{\mu}$ the indicator of the half-plane $[M,+\infty)$. It is easy to verify that the event

$$
\begin{equation*}
\mathscr{A}_{k}=\left\{\frac{1}{3^{v} n_{k}} \sum_{\Delta \in \mathscr{Q}}^{\Delta \subset W_{k}} \chi_{M}\left(S_{\Delta}\right) \geqslant \delta^{\prime}\right\} \tag{2.6}
\end{equation*}
$$

is contained in the event

$$
\begin{equation*}
\mathscr{B}_{k}=\left\{\frac{1}{3^{v} n_{k}} \sum_{\substack{\Delta \in \mathscr{Q} \\ \Delta \subset W_{k}}} S_{\Delta} \geqslant \bar{C} R^{v}+\eta\right\}, \tag{2.7}
\end{equation*}
$$

so that it follows from (2.5) that

$$
\begin{equation*}
P\left(\mathscr{A}_{k}\right) \leqslant \frac{Q}{n_{k}} \tag{2.8}
\end{equation*}
$$

The event $\mathscr{A}_{k}$ can be decomposed as the union of a family $\left\{\sigma_{F}\right\}$ of mutually disjoint events, where $F$ ranges over the
sets of cubes of $\mathscr{Q}$ contained in $W_{k}$ such that $\#(F) \leqslant \delta^{\prime} 3^{\nu} n_{k}$ and

$$
\begin{equation*}
\sigma_{F}=\cap_{\Delta \in F}\left(S_{\Delta} \geqslant M\right) \underset{\Delta \subset W_{\lambda} \backslash F}{\cap}\left(S_{\Delta}<M\right) \tag{2.9}
\end{equation*}
$$

We can write

$$
\begin{align*}
& \left|E\left(\exp \left(i \tau \bar{S}_{k}\right)\right)\right| \leqslant\left|E\left(\exp \left(i \tau \bar{S}_{k} \mid \mathscr{A}_{k}\right)\right)\right| P\left(\mathscr{A}_{k}\right) \\
& \quad+\sum_{\substack{F \subset W_{k} \\
\#(F)<\delta^{\prime} 3^{\prime} n_{k}}}\left|E\left(e^{i \tau \bar{S}_{k}} \mid \sigma_{F}\right)\right| P\left(\sigma_{F}\right) \tag{2.10}
\end{align*}
$$

Let us condition the variables $S_{\Delta} \Delta \in \mathscr{Q}{ }_{1} \cap W_{k}$ with a configuration $S \subset V_{k} \backslash \mathscr{Q}_{1}$ and some event $\sigma_{F}$. The finite range of the potential implies that these conditioned variables are independent and the characteristic function of their sum factorizes. We also observe that if $\#(F)<\delta^{\prime} 3^{v} n_{k}$, there are at least $n_{k}\left(1-\delta^{\prime} 3^{v}\right)$ cubes $\Delta$ in $\mathscr{Q}_{1} \cap F$ such that the neighboring cubes of $\Delta$ also belong to $F$.

We have

$$
\begin{align*}
\left|E\left(e^{i \tau \bar{S}_{k}} \mid \sigma_{F}\right)\right| & =\left\lvert\, E\left(E \left\{\exp [i \tau]\left(\sum_{\Delta \subset W_{k} \Omega,} \frac{S_{\Delta}}{\sqrt{D S_{k}}}\right)\right.\right.\right. \\
& \left.\left.\left.\times \exp \left(i \tau \frac{S_{V_{k}} \backslash \mathscr{Q}_{1}}{\sqrt{D S_{k}}}\right) \right\rvert\, \sigma_{F}, S\right\} \mid \sigma_{F}\right) \mid \tag{2.11}
\end{align*}
$$

We can majorize (2.11) by taking the modulus inside the first expectation and, since the second factor in the expression (2.11) is a function of the conditions, we obtain that (2.11) is less than or equal to

$$
\begin{gather*}
E\left(\prod_{\Delta \subset W_{k}, D^{\prime}} \left\lvert\, E\left[\left.\exp \left(i \tau \frac{S_{\Delta}}{\sqrt{D S_{k}}}\right) \right\rvert\, \sigma_{F}, s\right.\right.\right. \\
\left.\left.\left.\cap\left(\begin{array}{c}
\cup \Delta^{\prime} \\
\Delta \Delta^{\prime} \in: \neq 1 \\
d\left(\Delta, \Delta^{\prime}\right)=0
\end{array}\right) \right\rvert\, \sigma_{F}\right]\right) \tag{2.12}
\end{gather*}
$$

and (2.12) is bounded by

$$
\begin{aligned}
& \left\{\sup _{\substack{s \subset \Delta \Delta^{\prime} \\
d\left(\Delta^{\prime}, \Delta\right)=0 \\
\Delta^{\prime} \in \mathscr{Q} \mathscr{D}^{\prime}}}\left|E\left[\exp \left(\left.i \tau \frac{S_{\Delta}}{\sqrt{D S_{k}}} \right\rvert\, s ; S_{\Delta} \leqslant M\right)\right]\right|\right\}^{n_{k}\left(1-\delta^{\prime} 3^{\prime}\right)}, \\
& \text { where } \Delta \text { is any element of } \mathscr{D}_{1} .
\end{aligned}
$$

We make a Taylor's expansion around 0 :

$$
\begin{align*}
& \left|E\left(\exp \frac{i \tau}{\sqrt{D S_{k}}}\left(S_{\Delta} \mid s, S_{\Delta} \leqslant M\right)\right)\right| \\
& \quad=1-\frac{t^{2}}{D S_{k}} \widetilde{D} S_{\Delta}+\circ\left(\frac{t^{2}}{D S_{k}}\right) \tag{2.14}
\end{align*}
$$

where $\widetilde{D}$ is the conditional variance.
It is easy to see that
$\widetilde{D} S_{\Delta} \geqslant \frac{1}{2} \min \left[P\left(S_{\Delta}=0 \mid s, S_{\Delta} \leqslant M\right), P\left(S_{\Delta}=1 \mid s, S_{\Delta} \leqslant M\right)\right]$
and a standard computation shows that our conditions on the potential give to the probabilities on the right-hand side of (2.15) the bounds:

$$
\begin{align*}
& P\left(S_{\Delta}=0 \mid s, S_{\Delta} \leqslant M\right) \\
& \quad \geqslant \exp \left[-R^{v} \exp \left(\beta_{\mu}+\beta B / 2+3^{v} \beta G M\right)\right] \\
& P\left(S_{\Delta}=1 \mid s, S_{\Delta} \leqslant M\right) \\
& \quad \geqslant(R / 3)^{v} \exp \left(-\beta G 3^{v} M+\mu B\right. \\
& \left.\quad-R^{v} \exp \mid \beta \mu+\beta B / 2+3^{v} \beta G M\right) \tag{2.16}
\end{align*}
$$

if $|s| \leqslant 3^{v} M$.
Since the expectation (2.14) is computed with the condition $S_{\Delta} \leqslant M$, the conditional third moment is uniformly bounded and the quantity can be bounded by an infinitesimal term independent from the conditions.

From (2.14), (2.15), and (2.16) it follows that there are two numbers $\alpha>0$ and $\chi>0$ such that (2.14) is bounded by

$$
\begin{equation*}
\exp \left(-\tau^{2} \frac{\alpha}{D S_{k}}\right) \text { for }|\tau| \leqslant \chi \sqrt{D S_{k}} \tag{2.17}
\end{equation*}
$$

Taking account of the estimates (2.12) and (2.17) and of the formula (2.13) we obtain that for a suitable constant $c>0$,

$$
\left.\mid E e^{i \tau \bar{S}_{k}}\right) \mid \leqslant \exp \left(-c \tau^{2}\right)+Q / n_{k}
$$

and for $A$ and $k$ large enough

$$
\begin{aligned}
\int_{A \leqslant|\tau| \leqslant \chi \sqrt{D S_{k}}}\left|E\left(e^{i \tau \bar{S}_{k}}\right)\right| d \tau \leqslant & \int_{A}^{\infty} \exp \left\{-c \tau^{2}\right\} d \tau \\
& +\pi \chi \sqrt{D S_{k}} \frac{Q}{n_{k}} \leqslant \epsilon
\end{aligned}
$$

The second integral of (2.2) can be bounded without difficulty by means of the same method and of the estimate of Ref. 11.

## 3. PROOFS OF THEOREMS 2 AND 3

In the case of infinite spins with discrete values we need only to prove Lemma 1, since the proof of Theorem 2 is completely analogous to that of Theorem 1.

## A. Proof of Lemma 1

We have

$$
\begin{align*}
D S_{V_{k}}= & E\left(\sum_{t \in V_{k}}\left(\left|\xi_{t}\right|-E\left|\xi_{t}\right|\right)\right)^{2} \\
\leqslant & \sum_{t, s \in V_{k}} \mid \sum_{e, m}\left(|m||l| P\left(\xi_{t}=m, \xi_{s}=l\right)\right. \\
& \left.\quad-|m||l| P\left(\xi_{t}=m\right) P\left(\xi_{s}=l\right)\right) \mid \\
\leqslant & \sum_{t, s \in V} \sum_{l}|l| P\left(\xi_{j}=l\right)\left[\left|\sum_{m}\right| m \mid P\left(\xi_{t}=m / \xi_{s}=l\right)\right. \\
& \left.\quad-m P\left(\xi_{t}=m\right)\right] . \tag{3.1}
\end{align*}
$$

$$
\begin{align*}
& \sum_{m}\left(|m| P\left(\xi_{t}=m / \xi_{s}=l\right)-|m| P\left(\xi_{t}=m\right) \mid\right. \\
& \quad \leqslant \sum_{n} P\left(\xi_{s}=n\right)\left|\sum_{m}\right| m \mid P\left(\xi_{t}=m / \xi_{s}=l\right) \\
& \quad-\sum|m| P\left(\xi_{t}=m / \xi_{s}=n\right) \mid . \tag{3.2}
\end{align*}
$$

and we can majorize the expression under the modulus with the Vasershtein distance using the inequality

$$
\begin{align*}
\sum|l-m| \widehat{P}(l, m) & \geqslant \sum| | l|-|m|| \widehat{P}(l, m) \\
& \geqslant\left|\sum_{l}\right| l\left|P_{\xi}(l)-\sum\right| m\left|P_{\eta}(m)\right|, \tag{3.3}
\end{align*}
$$

valid for any two random variables with joint distribution $\widehat{P}(l, m)$. Using the inequalities (3.1), (3.2), and (3.3) and condition (1.8) of Vasershtein's distance we obtain

$$
\begin{aligned}
& D S_{V_{s}} \leqslant \sum_{l, s \in V_{k}} \sum_{l}|l| P\left(\xi_{s}=l\right) \sum_{k} P\left(\xi_{s}=k\right) \\
& R\left(P_{\{l}\left(\cdot \mid \xi_{s}=l\right), P_{\mid t}\left(\cdot|\cdot| \xi_{s}=k\right)\right) \leqslant q\left|V_{k}\right| .
\end{aligned}
$$

Since we are using the definition of the Gibbsian sequence given in Sec. 1E, Q.E.D.

We give now a sketch of the proof of Theorem 3.
Proof of Theorem 3: In the case of infinite continuous spins the integral which expresses the density $P_{k}(x)$ of $S_{k}$ in terms of its characteristic function extends to the whole line,

$$
\begin{equation*}
P_{k}(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} E\left(e^{i u \bar{S}_{\star}}\right) e^{-i t x} d t . \tag{3.4}
\end{equation*}
$$

We use the same method of Theorem 1 and of Ref. 11 but we add a new integral to the subdivision, so that we have to estimate the following integrals:
$\int_{\leqslant|\tau| \leqslant \gamma \sqrt{D S_{k}}}\left|E\left(e^{i \tau \overline{S_{k}}}\right)\right| d \tau, \quad \int_{\chi \sqrt{D S_{h} \leqslant|\tau| \leqslant \rho \sqrt{D S_{k}}}}\left|E\left(e^{i \tau \overline{S_{k}}}\right)\right| d \tau$,
$\int_{\tau \geq \rho \sqrt{D S_{k}}}\left|E\left(e^{i \tau \overline{S_{A}}}\right)\right| d \tau$,
where the constants $A, \chi, \rho$ can be suitably chosen. The first integral can be estimated in the same way as in Theorem 1. For the second integral we use the estimate

$$
\begin{equation*}
\left|E\left(e^{i \tau} \frac{3 i}{\sqrt{D S_{k}}} \bar{\gamma}_{i}\right)\right| \leqslant e^{-\bar{c}}, \quad|\tau| \geqslant \chi \sqrt{D S_{k}} \tag{3.6}
\end{equation*}
$$

for the characteristic function of the central spin of a cube with conditions $\bar{\gamma}_{i}$, such that $\left|\bar{\gamma}_{i}\right| \leqslant M \forall i$ (see Ref. 14). We therefore obtain with the method of "good" and "bad" cubes the estimate

$$
\begin{align*}
& \int_{\chi \vee \overline{D S_{k}} \leqslant|\tau|<\rho \sqrt{D S_{k}}}\left|E\left(e^{i \tau \overline{S_{k}}}\right)\right| d \tau \leqslant(\rho-\chi) \sqrt{D S_{k}} \\
& \quad \times\left(\frac{Q}{V_{k}}+e^{\left.-\overline{\left.n_{n}(1)-\delta^{\prime}\right)}\right) .}\right. \tag{3.7}
\end{align*}
$$

For what concerns the third integral we divide the domain of the integration into intervals of equal length $J_{n}=\left[\rho \sqrt{D S_{k}}+(n-1), \rho \sqrt{D S_{k}}+n\right]$. In each of this intervals we apply the method of "good" and "bad" cubes, but the events $\mathscr{A}_{k}^{(n)}$ vary with $n$,

$$
\mathscr{A}_{k}^{(k)} \equiv\left\{\frac{1}{\left|V_{k}\right|} \sum X_{i}^{(n)} \geqslant \delta^{\prime}\right\}
$$

where

$$
X_{i}^{(n)}= \begin{cases}1, & \text { if }\left|\xi_{i}\right|>M_{n}, \\ 0, & \text { if }\left|\xi_{i}\right| \leqslant M_{n},\end{cases}
$$

where the constant $M_{n}=\bar{c}+\eta_{n}$ will be chosen later. For the
characteristic function of the central spin of a cube we use the estimate

$$
\left.|f(t)| \leqslant \frac{1}{t} \int_{-\infty}^{+\infty}\left|P^{\prime}(x)\right| d \right\rvert\, x
$$

where $P^{\prime}(x)$ is the density of a random variable and $f(t)$ is its characteristic function. Using the last remark and the hypothesis in Sec. 1G on the potential we obtain:

$$
\begin{aligned}
& \int_{\rho \sqrt{D S_{k}}}^{+\infty}\left|E\left(e^{i \tau \bar{S}_{k}}\right)\right| d \tau \leqslant \frac{1}{\sqrt{\left|V_{k}\right|}} D^{3 / 2} \sum_{n=1}^{\infty} \frac{1}{\eta_{n}^{2}} \\
& \quad+\sqrt{D V_{k}} \sum_{n=1}^{\infty}\left(\frac{\beta \eta_{n}^{\alpha}}{\rho+n-1}\right)^{n_{i}\left(1-\delta^{\prime}\right)},
\end{aligned}
$$

which, with the choice $\mu_{n}=(\rho+n-1)^{1 / 2+\lambda}$, with $0<\lambda<(1-\alpha / 2) \alpha^{-1}$ and $\rho$ sufficiently large, can be easily shown to be less of any $\epsilon$ for $k>\bar{k}(\epsilon)$. Q.E.D.

## 4. EQUIVALENCE OF ENSEMBLES

## A. Proof of Proposition 1

Without losing generality we suppose than the length of the side of $V_{k}$ is $2 k$. We consider a sequence of cubes $\left\{D_{k}\right\}$ with equal centers and sides $2\left[\left(V_{k}\right)^{1 / 2}\right]$. It is easy to see then that it is sufficient to consider the asymptotic behavior of the conditional distribution of

$$
\begin{equation*}
\bar{S}_{W_{k}}=\frac{1}{\sqrt{D\left|V_{k}\right|}} \sum_{k \in W_{k}}\left(\xi_{t}-E_{\mu_{k}, k} \xi_{t}\right), \tag{4.1}
\end{equation*}
$$

where $W_{k}=V_{k} \mid D_{k}$, since it is equal to that of $\bar{S}_{V_{k}}$. Now the distance of the set $Q$ from $W_{k}$ tends to $\infty$, as $k$ goes to $\infty$ and it is straightforward to see that the Vasershtein distance between the unconditional and the conditional distribution of $\bar{\zeta}_{W_{t}}$ is majorized for $k$ big enough by the Vasershtein distance between the corresponding distributions of the set of the $\xi_{\xi}, t \in W_{K}$. Since the convergence w.r.t. Vasershtein distance implies weak convergence, (1.16) is true.

## APPENDIX A

Proof of the Lemma 2: Let us consider the expression

$$
\begin{equation*}
\left|E\left(\prod_{l \in T_{1}, T_{i}} \xi_{1}\right)-E\left(\prod_{l \in T_{i}} \xi_{1}\right) E\left(\prod_{t \in T_{i}} \xi_{1}\right)\right| . \tag{A1}
\end{equation*}
$$

we can majorize it by

$$
\begin{align*}
& \mid \int_{t \in T_{T}, T_{i}} \Pi \xi_{t} \chi_{\mu}\left(\xi_{t}\right) d P-\left(\int \prod_{t \in T_{t}} \xi_{t} \chi_{\mu}\left(\xi_{t}\right) d P\right) \\
& \times\left.\left(\int \prod_{t \in T} \xi_{t} \chi_{\mu}\left(\xi_{t}\right) d P\right)\right|_{t}+\sum_{r, \infty} \iint\left[\xi_{t} \chi_{\mu}\left(\xi_{t}\right)\right] \\
& \times\left.\left[\prod_{r \in T \sim T, T} \xi_{t}\left(1-\chi_{\mu}\left(\xi_{t}\right)\right)\right]^{T \in T_{u} T_{i}} d P\right|^{2}+\left[\int \prod_{t \in T_{i} T T} \xi_{t} \chi_{\mu}\left(\xi_{l}\right)\right. \\
& \left.\times \prod_{t \in T_{i} T T} \xi_{i}\left(1-\chi_{\mu}\left(\xi_{t}\right)\right) d P\right]\left[\int \prod_{t \in T \backslash T_{i}} \xi_{t} \chi_{\mu}\left(\xi_{t}\right)\right] \\
& \left.\times\left[\prod_{t \in T_{i}, T} \xi_{t} \chi_{\mu}\left(\xi_{t}\right)\right] d P\right\}, \tag{A2}
\end{align*}
$$

where $M$ is a constant that will be suitably chosen later and $\chi_{\mu}(x)$ is the indicator of the interval $[-M, M]$. The first
term in (A2) is proportional to

$$
\begin{align*}
& \mid \int d P\left(\xi_{t}, t \in T_{2}\right) d P\left(\mu_{t} t \in T_{2}\right) \\
& \quad \times\left[\prod_{t \in T_{1}} \xi_{\chi_{\mu}} \chi_{\mu}\left(\xi_{t}\right) d P\left(\xi_{t}, t \in T_{1}\right) \mid \xi_{t}, t \in T_{2}\right) \\
& \left.\quad-\prod_{t \in T_{1}} \chi_{\mu}\left(\xi_{l}^{\prime}\right) d P\left(\xi_{\imath}^{\prime}, t \in T_{1} \mid \mu_{\imath}, t \in T_{2}\right)\right] \mid . \tag{A3}
\end{align*}
$$

We can evaluate this expression in terms of Vasershtein's distances by considering a joint probability distribution for $\xi_{t}$ and $\xi_{t}^{\prime}$ for $t \in T$ with the prescribed marginal distributions $P\left(\xi_{t} t \in T_{1} / \xi_{t}, t \in T_{2}\right)$ and $P\left(\xi_{t}^{\prime}, t \in T_{2} / \mu_{t} t \in T_{2}\right)$ and majoring the difference of the products with the difference of two factors times $M^{\left|T_{1}\right|-1}$. There are new terms arising when only one factor is greater than $M$, but these terms are easily evaluated by means of the superstability inequality

$$
\begin{equation*}
P\left(\xi_{t} \geqslant x\right) \leqslant e^{-x^{2} \cdot a+b} . \tag{A4}
\end{equation*}
$$

In this way we obtain for (A3) the following majorization:

$$
\begin{equation*}
F\left|T_{2}\right| M^{\left|T_{2}\right|+\left|T_{1}\right|}\left(C_{1} e^{-c_{1} d\left(T_{1}, T_{2}\right)}\right)+\left|T_{1}\right| M^{\left|T_{1}\right|+\left|T_{2}\right|} e^{-\mu^{2} a+b}, \tag{A5}
\end{equation*}
$$

where $F$ is a constant.
For what concerns the remaining terms of (2.15), their number is $2^{\left|T_{1} \cup T_{2}\right|}-1$ and each of them can be easily bounded by means of (A4) and of the Schwartz's inequality. They can be bounded by

$$
\begin{equation*}
2\left(2^{\left|T_{,} \cup T_{z}\right|}-1\right) M^{T_{1} \cup T_{i}} e^{-a M^{2}+b} . \tag{A6}
\end{equation*}
$$

Choosing $M=d\left(T_{1}, T_{2}\right)$ and using (A5) and (A6), we prove the desired result.

It is clear that the proof of Lemma 2 applies with the obvious changes to the case of continuous spins.
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The recursion relations obtained by applying the renormalization group technique to a finite onedimensional Ising chain with nearest-neighbor interaction and constant external magnetic field are decoupled and solved in closed form.

## 1. INTRODUCTION

It is fairly evident that knowledge of a renormalization group transformation ${ }^{1.2}$ for a finite spin system gives, in principle, a method for calculating the partition function of the system by recursion. The method is as follows. Write the partition function for a system of $N$ spins as

$$
\begin{equation*}
Z=\sum U\left(A_{0}^{(1)}, \ldots, A_{0}^{(k)} ; N\right) \tag{1}
\end{equation*}
$$

where $U$ depends on the $k$ constants $A_{0}^{(l)}, l=1, \ldots, k$, some of which may be zero. The summation is over all spins $S_{i}= \pm 1, i=1, \ldots, N, S_{N+1}=S_{1}$, which have not been explicitly indicated in (1). Assume, for definiteness, that the renormalization group (hereafter abbreviated RG) transformation consists of summing over every other spin. Applying it $n$ times, we obtain

$$
\begin{equation*}
Z=\sum U\left(A_{n}^{(1)}, \ldots, A_{n}^{(k)} ; N / 2^{n}\right) \tag{2}
\end{equation*}
$$

where the functional form of $U$ does not change at any step; only the constants $A_{m}^{(\prime)}$ do. If $n$ is large enough, i.e., if $N / 2^{n}$ is small enough, then the summation over the few remaining spins in (2) can be carried out directly. Thus, if one has explicit expressions for the constants $A_{n}^{(1)}, \ldots, A_{n}^{(k)}$ in terms of the quantities $\boldsymbol{A}_{0}^{(1)}, \ldots, \boldsymbol{A}_{0}^{(k)}$, the problem is solved.

Recursion relations for the $A_{m+1}^{(l)}$ in terms of the $A_{m}^{(l)}$, $l=1,2, \ldots, k$, are provided by the RG transformations. These relations are coupled and highly nonlinear, and there appear to be no general methods for solving such equations in closed form. It may therefore be that such equations are worth studying per se.

In the present note we shall report on the strictly technical problem of the exact solution of the recursion relations which arise in one-dimensional Ising models with nearestneighbor interaction and constant external magnetic field. The resolution of these equations, which were obtained by Nelson and Fisher, ${ }^{1}$ depends on the exploitation of their symmetries to decouple them.

## 2. THE SOLUTION PROCEDURE

The recursion relations under consideration (see Appendix A) are

$$
\begin{align*}
& F_{n+1}=\left(F_{n} L_{n}+1\right)\left(F_{n}+L_{n}\right) F_{n}^{-1}\left(L_{n}+1\right)^{-2}  \tag{3a}\\
& L_{n+1}=L_{n}\left(F_{n} L_{n}+1\right)\left(F_{n}+L_{n}\right)^{-1} \tag{3b}
\end{align*}
$$

$$
\begin{align*}
Q_{n+1} / Q_{n}= & {\left[\left(F_{n} L_{n}+1\right) L_{n}^{-1}\left(L_{n}+1\right)^{2}\right.} \\
& \left.\times\left(L_{n}^{-1}+F_{n}^{-1}\right)\right]^{N_{n} / 8} . \tag{3c}
\end{align*}
$$

These equations are not as formidable as they look. First, observe that $F_{n+1}$ and $L_{n+1}$ are uniquely determined by $F_{n}$ and $L_{n}$. Furthermore, their determination does not involve the function $Q_{n}$. We may therefore concentrate on Eqs. (3a) and (3b). We first set

$$
\alpha_{n}=\left(F_{n} / L_{n}\right)^{1 / 2}
$$

$$
\left[=\exp \left(2 K_{n}-B_{n}\right), \quad \text { see Appendix } \mathrm{A}\right]
$$

$\beta_{n}=\left(F_{n} L_{n}\right)^{1 / 2} \quad\left[=\exp \left(2 K_{n}+B_{n}\right)\right.$, see Appendix A].
These substitutions bring (3a) and (3b) to the symmetric forms

$$
\begin{align*}
& \alpha_{n+1}=\left(\alpha_{n}^{2}+1\right)\left(\alpha_{n}+\beta_{n}\right)^{1} \\
& \beta_{n+1}=\left(\beta_{n}^{2}+1\right)\left(\alpha_{n}+\beta_{n}\right)^{-1} \tag{5}
\end{align*}
$$

There is no sign ambiguity in extracting square roots, as all exponentials are positive. Now observe that

$$
\begin{equation*}
\beta_{n+1}-\alpha_{n+1}=\beta_{n}-\alpha_{n}=\lambda \quad \text { (say) } \tag{6}
\end{equation*}
$$

which is independent of $n$; the symmetry of (5) means that there remains only one recursion relation to solve. Now define

$$
\begin{align*}
& \zeta^{2}=1+\lambda^{2} / 4  \tag{7}\\
& \alpha_{n}=\zeta \delta_{n}-\lambda / 2 \tag{8a}
\end{align*}
$$

Then

$$
\begin{equation*}
\beta_{n}=\zeta \delta_{n}+\lambda / 2, \tag{8b}
\end{equation*}
$$

and from (5) one obtains the recursion relation for $\delta_{n}$ :

$$
\begin{equation*}
\delta_{n+1}=\left(\delta_{n}^{2}+1\right) / 2 \delta_{n} \tag{9}
\end{equation*}
$$

This equation may be solved by an " $N / D$ procedure." Set

$$
\begin{equation*}
\delta_{n}=P_{n} / D_{n}, \tag{10}
\end{equation*}
$$

where $P_{n}$ and $D_{n}$ have no common divisors. Then (9) becomes

$$
\frac{P_{n+1}}{D_{n+1}}=\frac{P_{n}^{2} / D_{n}^{2}+1}{2 P_{n} / D_{n}}=\frac{P_{n}^{2}+D_{n}^{2}}{2 P_{n} D_{n}}
$$

whence, by the hypotheses on $P_{n}$ and $D_{n}$,

$$
\begin{equation*}
P_{n+1}=P_{n}^{2}+D_{n}^{2}, \quad D_{n+1}=2 P_{n} D_{n} \tag{11}
\end{equation*}
$$

These equations are finally decoupled by the substitutions

$$
\begin{equation*}
G_{n}=P_{n}+D_{n}, \quad H_{n}=P_{n}-D_{n} . \tag{12}
\end{equation*}
$$

With these substitutions, Eqs. (11) become ${ }^{3}$

$$
\begin{equation*}
G_{n+1}=G_{n}^{2}, \quad H_{n+1}=H_{n}^{2} \tag{13}
\end{equation*}
$$

which have the unique solutions

$$
\begin{equation*}
G_{n}=G_{0}^{2^{\prime \prime}}, \quad H_{n}=H_{0}^{2^{\prime \prime}} \tag{14}
\end{equation*}
$$

## 3. CONCLUSION

It is now a matter of substituting backwards to obtain explicit expressions for $F_{n}$ and $L_{n}$, and then for the righthand side of Eq. (3c). Some computation is required to assemble the known final result on the one-dimensional Ising model. ${ }^{4}$ This is briefly indicated in Appendix B. More complicated systems of coupled nonlinear recursion relations are currently under study.

## APPENDIX A

Equations (3) are obtained for a linear chain of $N$ spins, $N=2^{M+1}$. The partition function is
$Z=\sum_{\substack{S_{i}= \pm 1 \\ i=1}} \exp \left(A_{0}+K_{0} \sum_{i=1}^{N} S_{i} S_{i+1}+B_{0} \sum_{i=1}^{N} S_{i}\right)$,
with $S_{N+1}=S_{1}$. In the above $A_{0}=0$ and has been written in for symmetry. We write this as

$$
\begin{equation*}
Z=\sum U\left(A_{0}, K_{0}, B_{0} ; S_{i}, N\right) \tag{A2}
\end{equation*}
$$

where the spins $S_{i}$ have also been indicated explicitly. The summation extends over all spin variables $S_{i}$, and for typographic convenience we have suppressed the range of summation. The RG transformation consists of summing over alternate spins. After each such transformation, the surviving spins are renumbered serially from 1 to $N / 2^{m}=N_{m}$. Here $m$ denotes the number of iterations, or the number of times the RG transformation has been performed. After $n$ iterations we obtain

$$
\begin{equation*}
Z=\sum U\left(A_{n}, K_{n}, B_{n} ; S_{i}, N_{n}\right) \tag{A3}
\end{equation*}
$$

To write the recursion relations for $A_{n}, K_{n}$ and $B_{n}$ in "algebraic" form we introduce the notations

$$
\begin{equation*}
F_{n}=\exp 4 K_{n}, \quad L_{n}=\exp 2 B_{n}, \quad Q_{n}=\exp A_{n} \tag{A4}
\end{equation*}
$$

Equations (3) follow immediately. The latter are the same as Eqs. (3.10)-(3.12) of Nelson and Fisher, ${ }^{1}$ who solved them numerically for the infinite case. Their notations are related to our by

$$
\begin{equation*}
x^{-1}=F_{n}, \quad y^{-1}=B_{n}, \quad w^{\vartheta_{n} / 4}=Q_{n} \tag{A5}
\end{equation*}
$$

and they denote the quantities indexed by $n+1$ by primes. Observe that all quantities are positive.

## APPENDIX B

Suppose that we start with $N=2^{M+1}$ spins. Then the RG tranformation can be applied exactly $M$ times. After $M$ iterations, we shall obtain

$$
\begin{aligned}
Z= & \sum_{S_{1} S_{2}= \pm 1} \exp \left[A_{M}+K_{m}\left(S_{1} S_{2}+S_{2} S_{1}\right)\right. \\
& \left.+B_{M}\left(S_{1}+S_{2}\right)\right] .
\end{aligned}
$$

Summation over the two surviving spins yield

$$
\begin{equation*}
Z=2 \zeta \delta_{M+1} \exp \left(A_{M+1}-K_{M+1}\right) \tag{B1}
\end{equation*}
$$

The quantities $A_{M+1}, B_{M+1}$, and $K_{M+1}$ are determined by the same recursion relations (3), in the notations (A4), although the RG transformation cannot be iterated the $M+1$ th time.

In order to obtain the partition function in the desired form, we use (10), (12), and (14) to obtain

$$
\begin{equation*}
\delta_{n}=\frac{\left(\delta_{0}+1\right)^{N_{n}}+\left(\delta_{0}-1\right)^{N_{n}}}{\left(\delta_{0}+1\right)^{N_{n}}-\left(\delta_{0}-1\right)^{N_{n}}} \tag{B2}
\end{equation*}
$$

where we have used $D_{0}=1$, and $\delta_{0}$ is given by

$$
\begin{equation*}
\delta_{0}=\exp (2 K) \cosh (B) \xi^{-1} \tag{B3}
\end{equation*}
$$

Using (A4), (3), and $\lambda=\beta_{0}-\alpha_{0}=\exp (2 K+B)$
$-\exp (2 K-B)$ we obtain for the term $\exp A_{M+1}$ in (B1) the expression

$$
\begin{align*}
\exp A_{M+1}= & (2 \zeta)^{1+2+\cdots+N / 2} \frac{\alpha_{M+1}^{1 / 4} \beta_{M+1}^{1 / 4}}{\left(\alpha_{0} \beta_{0}\right)^{N / 4}} \\
& \times \delta_{M} \delta_{M-1}^{2} \cdots \delta_{0}^{N / 2} \tag{B4}
\end{align*}
$$

Multiplying and dividing by $\delta_{M+1}$ and using (10) and (11) we have

$$
\begin{equation*}
\delta_{M} \delta_{M-1}^{2} \cdots \delta_{0}^{N / 2}=\frac{P_{M+1}}{D_{M+1}} \frac{1}{2^{1+2+\cdots+N / 2} D_{0}^{N}} \tag{B5}
\end{equation*}
$$

Inserting (B4) and (B5) into (B1) we obtain

$$
\begin{equation*}
Z=2 \zeta^{N} P_{M+1} / \exp (N K)=\lambda_{+}^{N}+\lambda_{-}^{N} \tag{B6}
\end{equation*}
$$

where
$\lambda_{ \pm}=e^{K}\left[\cosh B \pm\left(\cosh ^{2} B-2 \exp (-2 K) \sinh 2 K\right)^{1 / 2}\right]$, which is the known result. ${ }^{4}$
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#### Abstract

An exact representation is obtained for the propagator of two "hard spheres" on a onedimensional (uniform) lattice where only nearest-neighbor hops are considered. The problem is solved within a random-walk formulation, with a general expression for the $n$th moment of the spectral density being given. These formal results are then applied to the discussion of several physical applications in a unified manner. In particular, we show that within the framework of the Hubbard Hamiltonian one may obtain, from the appropriate generalized spectral density, the optical absorption spectrum of a strongly correlated one-dimensional band of electrons. This theory, as applied, for example, to magnetic insulators or to the TCNQ (tetra-cyanoquinodimethane) salts, predicts a logarithmic divergence of the optical spectrum, for which a novel interpretation is given here in terms of an equivalent "surface" problem, shown to be isomorphic to the one studied. This is the problem of a two-dimensional rectangular crystal which has been cleaved along a main-diagonal line "surface." From this, we also indicate the effects of chain dimerization (or Peierls transition) in a simple case of the spectral density. A simple counter example is also given which shows the nonuniqueness of the momentmethod reconstruction for functions of unbounded variation. The partition function is also obtained analytically, and from this follows the energy of the two holes onedimensional spinless fermion band. Finally, a physical argument is presented which supports the spinless fermion prediction of infinite mobility (or d.c. conductivity) for the hard spheres.


## 1. INTRODUCTION

Recently, ${ }^{1}$ there has been renewed interest in the properties of a collection of particles or hard spheres that move on a one-dimensional lattice by nearest-neighbor hopping. Such systems have been usually studied either by mean-field theories or by computer simulations and phenomenological equations. The use of moment ${ }^{2,3}$ expansions seems to be rather new ${ }^{1}$ in the study of such problems. Hence, it seems worthwhile as a first step towards an exact treatment of such systems, by infinite moment expansions, to present a solution for a simple two hard-sphere situation on a uniform chain. An exact, closed form representation of the propagator on the uniform chain is obtained in this case, and shown to have useful physical applications. The treatment of "excitonic" effects (longer range interaction) between the hard spheres, and of a dimerized chain, will be the subject of another work, although a very simple case of the latter one is also given here.

The plan of this paper is then as follows: In Sec. 2 the moments of the spectral density of the propagator are calculated by a random-walk technique applied to the two hard spheres; we then introduce in Sec. 3 an integral representation that allows here an exact summation of the moment

[^18]series. Finally, in Sec. 4 several physically interesting applications of our results are discussed in a unified manner. Physically, in these presented applications, the hard spheres can be either electrons, holes, or spinless sites formed by two paired (up spin and down spin) electrons. To conclude, in Appendix C a continued fraction representation is given for a very simple case of the dimerized chain.

## 2. MOMENTS OF THE SPECTRAL DENSITY

We consider the propagator or resolvent

$$
\begin{equation*}
G(z)=(z-\mathscr{H})^{-1} \tag{1}
\end{equation*}
$$

of the Hamiltonian $\mathscr{H}$. This last one will be taken to describe hopping only by nearest neighbors of the two hard spheres. Because of this there is no spatial reordering of the spheres in one dimension. The asymptotic expansion of (1) is then written as $^{2}$

$$
\begin{equation*}
G(z)=\frac{\mu_{0}}{z}+\frac{\mu_{1}}{z^{2}}+\frac{\mu_{2}}{z^{3}}+\cdots \tag{2}
\end{equation*}
$$

where $\mu_{n}=\mathscr{H}^{n}$. To calculate the $\mu_{n}$ 's, or moments, we shall choose a basis set $\Psi(p, q)$ in the position representation, such that $\Psi(p, q) \equiv|p, q\rangle$ represents a state vector with a sphere on the lattice point $p$ and with the other on site $q$; we set $p<q$. The state $\Psi(p, p)$ is projected out because of the hard-core interaction between the spheres. The general matrix element of $(1)$ is then

$$
\begin{equation*}
\left\langle p^{\prime}, q^{\prime}\right| G(z)|p, q\rangle=\sum_{n=0}^{\infty} \frac{\left\langle p^{\prime}, q^{\prime}\right| \mathscr{H}^{n}|p, q\rangle}{z^{n+1}} \tag{3}
\end{equation*}
$$

To evaluate $\left\langle p^{\prime}, q^{\prime}\right| \mathscr{H}^{n}|p, q\rangle$ we proceed as follows. One has as definition

$$
\begin{align*}
\left\langle p^{\prime}, q^{\prime}\right| \mathscr{H}|p, q\rangle= & T\left(\delta_{p^{\prime}, p+1} \delta_{q^{\prime}, q}+\delta_{p^{\prime}, p} \delta_{q^{\prime}, q+1}\right. \\
& \left.+\delta_{p^{\prime}, p-1} \delta_{q^{\prime}, q}+\delta_{p^{\prime}, p} \delta_{q^{\prime}, q-1}\right) \tag{4}
\end{align*}
$$

where $T$ is the magnitude of the nonvanishing matrix element. For $n>1$, the matrix element of $\mathscr{H}^{n}$ is composed of all processes in which a total of $n$ hops is distributed in all possible manners among the two hard spheres. Thus, one has

$$
\begin{equation*}
\mathscr{H}^{n}|p, q\rangle=T^{n} \sum_{q_{1}, q_{2}} P_{n}^{(p, q)}\left(q_{1}, q_{2}\right)\left|q_{1}, q_{2}\right\rangle \tag{5}
\end{equation*}
$$

where $P_{n}{ }^{(p, q)}\left(q_{1}, q_{2}\right)$ is the number of random walks of $n$ steps that start from $|p, q\rangle$ and end up at $\left|q_{1}, q_{2}\right\rangle$, with $q_{1}<q_{2}$. the quantity $P_{n}{ }^{(p, q)}\left(q_{1}, q_{2}\right)$ can then be computed by considering first the sphere at $q$ to be fixed, and allow it at $p$ to move to a position $q+q_{1}-q_{2}<q$. For this situation the distance between the spheres is then of $q_{2}-q_{1}$ steps. The number of these particular random walks of $n$ steps is given by ${ }^{4}$

$$
\begin{align*}
\mathscr{P}_{n}^{(p, q)}\left(q_{1}, q_{2}\right)= & P_{n}\left[q_{2}-q_{1}-(q-p)\right] \\
& -P_{n}\left[q_{2}-q_{1}+(q-p)\right] \tag{6}
\end{align*}
$$

where

$$
\begin{equation*}
P_{n}[x] \equiv\binom{n}{\frac{1}{2}(n+x)}=\frac{n!}{\left[\frac{1}{2}(n+x)\right]!\left[\frac{1}{2}(n-x)\right]!} . \tag{7}
\end{equation*}
$$

This is the expression ${ }^{4}$ for one-dimensional walks against the absorbing barrier of the sphere held fixed at $q$. By now letting this sphere move to site $q_{2}$ and that at $q+q_{1}-q_{2}$ to site $q_{1}$, one obtains the final state $\left|q_{1}, q_{2}\right\rangle$, for which the distance between the spheres is also of $q_{2}-q_{1}$ steps, as in the state $\left|q+q_{1}-q_{2}, q\right\rangle$. The quantity $P_{n}{ }^{(p, q)}\left(q_{1}, q_{2}\right)$ can then be obtained from $\mathscr{P}_{n}{ }^{(p, q)}\left(q_{1}, q_{2}\right)$ in the following manner: One substitutes in all possible ways $k$ of the $n_{1}$ steps taken to the right by the sphere that moved from site $p$ to site $q+q_{1}-q_{2}$ by steps taken to the left by the sphere held fixed at $q$, and also substitutes $k+q_{2}-q$ of the $n_{2}$ steps taken to the left by the sphere that moved from site $p$ to site $q+q_{1}-q_{2}$ by steps taken to the right by the sphere held fixed at $q$. The sphere originally fixed at $q$ obviously ends up at site $q_{2}$, while the sphere at $q+q_{1}-q_{2}$ ends up at $q_{1}$, since the process of substitution does not alter the relative distance between the spheres. We will then have
$P_{n}{ }^{(p, q)}\left(q_{1}, q_{2}\right)=\mathscr{P}_{n}{ }^{(p, q)}\left(q_{1}, q_{2}\right) \sum_{k}\binom{n_{1}}{k}\binom{n_{2}}{k+q_{2}-q}$,
where

$$
\begin{equation*}
n_{1}+n_{2}=n \quad \text { and } \quad n_{1}-n_{2}=q+q_{1}-q_{2}-p \tag{9}
\end{equation*}
$$

the sum on $k$ being over all possible values. The sum over $k$ can be easily evaluated since one has

$$
\begin{aligned}
& \sum_{k}\binom{n_{1}}{k}\binom{n_{2}}{k+q_{2}-q} \\
& \quad=\frac{1}{2 \pi i} \oint d z z^{q_{2}-q-1} \sum_{k, k^{\prime}} z^{k-k^{\prime}}\binom{n_{1}}{k}\binom{n_{2}}{k^{\prime}}
\end{aligned}
$$

$$
\begin{align*}
& =\frac{1}{2 \pi i} \oint \frac{d z}{z} z^{q_{2}-q}(1+z)^{n_{1}}\left(1+z^{-1}\right)^{n_{2}} \\
& =\frac{1}{2 \pi i} \oint \frac{d z}{z} z^{q_{2}-q-n_{2}}(1+z)^{n_{1}+n_{2}} \\
& =\sum_{k} \frac{1}{2 \pi i} \oint \frac{d z}{z} z^{q_{2}-q-n_{2}+k}\binom{n}{k} \\
& =\binom{n}{n_{2}+q-q_{2}}, \tag{10}
\end{align*}
$$

where the counterclockwise contour with $|z|<1$ need only enclose the origin in the $z$ plane. Solving (9) for $n_{2}$, one finds that

$$
\begin{equation*}
n_{2}+q-q_{2}=\frac{1}{2}\left(n-q_{1}-q_{2}+q+p\right) \tag{11}
\end{equation*}
$$

so that finally

$$
\begin{equation*}
\sum_{k}\binom{n_{1}}{k}\binom{n_{2}}{k+q_{2}-q}=P_{n}\left[q_{1}+q_{2}-(q+p)\right] \tag{12}
\end{equation*}
$$

and

$$
\begin{align*}
P_{n}{ }^{(p, q)}\left(q_{1}, q_{2}\right)= & \mathscr{P}_{n}{ }^{(p, q)}\left(q_{1}, q_{2}\right) P_{n}\left[q_{1}+q_{2}-(q+p)\right] \\
= & \left(P_{n}\left[q_{2}-q_{1}-(q-p)\right]-P_{n}\left[q_{2}-q_{1}\right.\right. \\
& +(q-p)]) P_{n}\left[q_{1}+q_{2}-(q+p)\right], \tag{13}
\end{align*}
$$

which then gives the generalized $n$th moment of the spectral density. ${ }^{2}$

One then has

$$
\begin{equation*}
\left\langle p^{\prime}, q^{\prime}\right| \mu_{n}|p, q\rangle \equiv\left\langle p^{\prime}, q^{\prime}\right| \mathscr{H}^{n}|p, q\rangle=T^{n} P_{n}^{(p, q)}\left(p^{\prime}, q^{\prime}\right) \tag{14}
\end{equation*}
$$

and
$\left\langle p^{\prime}, q^{\prime}\right| G(z)|p, q\rangle=\sum_{n=0}^{\infty} \frac{T^{n}}{z^{n+1}} P_{n}^{(p, q)}\left(p^{\prime}, q^{\prime}\right)$,
the series in (15) converging for $|z|$ sufficiently large. This is evaluated in the next section in terms of an integral representation and the region of convergence is established.

## 3. INTEGRAL REPRESENTATION OF THE PROPAGATOR AND SPECTRAL DENSITY

Defining $T / z=z$, we obtain
$\left\langle p^{\prime}, q^{\prime}\right| G(z)|p, q\rangle=\frac{1}{z} \sum_{n=0}^{\infty} z^{n} P_{n}^{(p, q)}\left(p^{\prime}, q^{\prime}\right)$,
where we evaluate the series in $n$ by introducing an integral representation for $P_{n}{ }^{(p, q)}\left(p^{\prime}, q^{\prime}\right)$, such that ${ }^{4}$

$$
\begin{align*}
P_{n}{ }^{(p, q)} & \left(p^{\prime}, q^{\prime}\right) \\
= & \left(P_{n}\left[q^{\prime}-p^{\prime}-(q-p)\right]-P_{n}\left[q^{\prime}-p^{\prime}+(q-p)\right]\right) \\
& \times \frac{1}{2 \pi i} \oint \frac{d z^{\prime}}{z^{\prime n+1}}\left(\frac{1-\left(1-4 z^{\prime 2}\right)^{1 / 2}}{2 z^{\prime}}\right)^{\left|p^{\prime}+q^{\prime}-(q+p)\right|} \\
& \times\left(1-4 z^{\prime 2}\right)^{-1 / 2} . \tag{17}
\end{align*}
$$

The contour of integration in (17), as shown in Fig. 1, is a counterclockwise contour $C_{1}$ with $\left|z^{\prime}\right|<\frac{1}{2}$ which encloses the origin $z^{\prime}=0$, and in (17) we have written for the second factor of (13) an integral representation. ${ }^{4}$

One now deforms the contour $C_{1}$ to that of $C_{2}$ around the cuts on the real axis, which extend from $\left|z^{\prime}\right|=\frac{1}{2}$ to
$\left|z^{\prime}\right|=\infty$. Since the integrand obviously vanishes faster than $z^{\prime-1}$, the integral on the circle at infinity is zero. By flatten-


FIG. 1. Contours used in the evaluation of Eq. (17).
ing out the contour $C_{2}$ one is finally left with an integral of the discontinuity of the integrand across the cut, which is simply given by its imaginary part. We will then have that

$$
\begin{align*}
& \operatorname{Im}\left(\frac{1-\left(1-4 z^{\prime 2}\right)^{1 / 2}}{2 z^{\prime}}\right)^{\left|p^{\prime}+q^{\prime}-(q+p)\right|}\left(1-4 z^{\prime 2}\right)^{-1 / 2} \\
& =\left(4 z^{\prime 2}-1\right)^{-1 / 2} \operatorname{Re}\left(\frac{1+i\left(4 z^{\prime 2}-1\right)^{1 / 2}}{2 z^{\prime}}\right)^{\left|p^{\prime}+q^{\prime}-(q+p)\right|} \tag{18}
\end{align*}
$$

But since $1+i\left(4 z^{\prime 2}-1\right)^{1 / 2}=2 z^{\prime} \exp (i \theta)$ where $\tan \theta=$ $\left(4 z^{\prime 2}-1\right)^{1 / 2}$ and $\cos \theta=1 / 2 z^{\prime}$, one has that

$$
\begin{gather*}
\operatorname{Re}\left(\frac{1+i\left(4 z^{\prime 2}-1\right)^{1 / 2}}{2 z^{\prime}}\right)^{\left|p^{\prime}+q^{\prime}-(q+p)\right|} \\
\quad=\cos \left|p^{\prime}+q^{\prime}-(q+p)\right| \theta \tag{19}
\end{gather*}
$$

so that

$$
\begin{align*}
P_{n}^{(p, q)}\left(p^{\prime}, q^{\prime}\right)= & \frac{1}{2 \pi i} 2 \int_{1 / 2}^{\infty} \frac{d z^{\prime}}{z^{\prime n+1}}\left(P_{n}\left[q^{\prime}-p^{\prime}-(q-p)\right]\right. \\
& \left.-P_{n}\left[q^{\prime}-p^{\prime}+(q-p)\right]\right)(2 i) \\
& \times \frac{\cos \left|p^{\prime}+q^{\prime}-(q+p)\right| \theta}{\left(4 z^{\prime 2}-1\right)^{1 / 2}} \tag{20}
\end{align*}
$$

for $n$ of the same parity as $p^{\prime}+q^{\prime}-(q+p)$, and zero otherwise. The integral representation of the propagator is then given by

$$
\begin{align*}
\left\langle p^{\prime}, q^{\prime}\right| & G(z)|p, q\rangle \\
= & \frac{2}{\pi z} \int_{1 / 2}^{\infty} \frac{d z^{\prime}}{\left(4 z^{\prime 2}-1\right)^{1 / 2}} \cos \left|p^{\prime}+q^{\prime}-(q+p)\right| \\
& \times \sum_{n=0}^{\infty} \frac{z^{n}}{z^{\prime n+1}}\left(P_{n}\left[q^{\prime}-p^{\prime}-(q-p)\right]\right. \\
& \left.\quad-P_{n}\left[q^{\prime}-p^{\prime}+(q-p)\right]\right), \tag{21}
\end{align*}
$$

where the orders of integration and summation have been interchanged. The sum on $n$ can be easily done since it can be expressed in terms of the generating function ${ }^{4}$ for one-dimensional random walks. In fact, for $\left|z / z^{\prime}\right|<\frac{1}{2}$

$$
\begin{align*}
\sum_{n=0}^{\infty} & \frac{z^{n}}{z^{\prime n+1}} P_{n}\left[q^{\prime}-p^{\prime}-(q-p)\right] \\
= & \left(\frac{1-\left[1-4(z / z)^{2}\right]^{1 / 2}}{2\left(z / z^{\prime}\right)}\right)^{\left|q^{\prime}-p^{\prime}-(q-p)\right|} \\
& \quad \times\left[1-4\left(z / z^{\prime}\right)^{2}\right]-1 / 2 \tag{22}
\end{align*}
$$

so that finally
$\left\langle p^{\prime}, q^{\prime}\right| G(z)|p, q\rangle$

$$
\begin{align*}
= & \frac{2}{\pi z} \int_{1 / 2}^{\infty} \frac{d z^{\prime}}{\left(4 z^{\prime 2}-1\right)^{1 / 2}} \frac{\cos \left|p^{\prime}+q-(q+p)\right| \theta}{z^{\prime}} \\
& \times\left[1-4\left(z^{\prime} / z^{\prime}\right)^{2}\right]^{-1 / 2} \\
& \times\left[\left(\frac{1-\left[1-4\left(z / z^{\prime}\right)^{2}\right]^{1 / 2}}{2\left(z / z^{\prime}\right)}\right)^{\left|q^{\prime}-p^{\prime}-(q-p)\right|}\right. \\
& \left.-\left(\frac{1-\left[1-4\left(z / z^{\prime}\right)^{2}\right]^{1 / 2}}{2\left(z / z^{\prime}\right)}\right)^{\left|q^{\prime}-p^{\prime}+(q-p)\right|}\right] \tag{23}
\end{align*}
$$

and there are no vanishing matrix elements, since the relative parity of the numbers $p^{\prime}+q^{\prime}-(q+p), q^{\prime}-p^{\prime}$ $-(q-p)$, and $q^{\prime}-p^{\prime}+(q-p)$ is the same. The region of convergence of the series representation in (15) is easily given from the integral representation (23). In fact, this last one represents $G(z)$ everywhere in the complex $z$ plane, and is the unique analytic continuation of (15) inside the circle
$|z|=4 T$, having an infinite number of identical moments as (15) in the region $|z|>4 T$, where (15) converges. The function in (23) has a cut on the real axis inside the circle
$|z|=4 T$, where the spectral density will not vanish. In fact, the process of analytic continuation represented in going from (15) to (23) is fundamentally the same as that of the continued fraction ${ }^{2}$ obtained as the $(n \rightarrow \infty)$ limit of the rational $[n, n-1](z)$ Padés.6 approximants of (15). In the latter case the poles and zeros of the Pade approximants become dense, as $n \rightarrow \infty$, in the interval ( $-4 T, 4 T$ ) where the cut of the function (23) appears.

The diagonal element when the spheres start some distance $v$ apart, i.e., when $p^{\prime}=p$ and $q^{\prime}=q$ with $q=p+v$, is associated ${ }^{2}$ with a usual diagonal spectral density. Denoting this matrix element by $G^{(v)}(z)$, we obtain

$$
\begin{align*}
G^{(v)}(z)= & \frac{2}{\pi z} \int_{1 / 2}^{\infty} \frac{d z^{\prime}}{\left(4 z^{\prime 2}-1\right)^{1 / 2}}\left(z^{\prime 2}-4 z^{2}\right)^{-1 / 2} \\
& \times\left[1-\left(\frac{1-\left[1-4\left(z / z^{\prime}\right)^{2}\right]^{1 / 2}}{2\left(z / z^{\prime}\right)}\right)^{2 v}\right] \tag{24}
\end{align*}
$$

The corresponding spectral density is given by ${ }^{2}$

$$
\begin{align*}
\mathscr{G}^{(v)}(\epsilon) & =\frac{1}{2 \pi i}\left[G^{(v)}(\epsilon-i \delta)-G^{(v)}(\epsilon+i \delta)\right] \\
& =\frac{1}{\pi} \operatorname{Im} G^{(v)}(\epsilon-i \delta) \tag{25}
\end{align*}
$$

which in turn gives back the associated diagonal moments, since
$\mu_{n}^{(v)} \equiv\langle p, p+v| \mathscr{H}^{n}|p, p+v\rangle=\int_{-\infty}^{+\infty} d \epsilon \epsilon^{n} \mathscr{G}^{(v)}(\epsilon)$ clearly holds.

From (24) and (25) one finds easily the discontinuity of $G^{(v)}(z)$ across the cut on the real axis; this is, of course, possible since in the integral representation (24) all ${ }^{2}$ the moments of $G^{(v)}(z)$ are implicitly given. One then finds, for $|z| \leqslant 4 T$,

$$
\begin{align*}
\mathscr{G}(v)(z)= & \frac{2}{\pi^{2}} \int_{1 / 2}^{2 T /|z|} \frac{d z^{\prime}}{\left(4 z^{\prime 2}-1\right)^{1 / 2}} \operatorname{Im}\left[\left(z^{\prime 2} z^{2}-4 T^{2}\right)^{-1 / 2}\right] \\
& \times\left[1-\left(\frac{z^{\prime} z-\left(z^{\prime 2} z^{2}-4 T^{2}\right)^{1 / 2}}{2 T}\right)^{2 v}\right]  \tag{27}\\
= & \frac{2}{\pi^{2}} \int_{1 / 2}^{2 T /|z|} \frac{d z^{\prime}}{\left(4 z^{\prime 2}-1\right)^{1 / 2}}\left(4 T^{2}-z^{\prime 2} z^{2}\right)^{-1 / 2}
\end{align*}
$$

$$
\begin{equation*}
\times \operatorname{Re}\left[1-\left(\frac{z^{\prime} z+i\left(4 T^{2}-z^{\prime 2} z^{2}\right)^{1 / 2}}{2 T}\right)^{2 v}\right] \tag{28}
\end{equation*}
$$

But

$$
\begin{equation*}
\operatorname{Re}\left(\frac{z^{\prime} z+i\left(4 T^{2}-z^{\prime 2} z^{2}\right)^{1 / 2}}{2 T}\right)^{2 v}=\cos 2 v \alpha \tag{29}
\end{equation*}
$$

where $\cos \alpha=z^{\prime} z / 2 T$, and so

$$
\begin{equation*}
\mathscr{G}^{(1)}(z)=\frac{4}{\pi^{2}} \int_{1 / 2}^{2 T / \mid z} \frac{d z^{\prime}}{\left(4 z^{\prime 2}-1\right)^{1 / 2}} \frac{\sin ^{2} v \alpha}{\left(4 T^{2}-z^{\prime 2} z^{2}\right)^{1 / 2}} \tag{30}
\end{equation*}
$$

for $|z| \leqslant 4 T$ and zero otherwise. This can be written in a more convenient form by changing variables to $k^{\prime} \equiv|z| / 4 T \leqslant 1$ and $x=2 k^{\prime} z^{\prime} \leqslant 1$, so that

$$
\begin{equation*}
\mathscr{G}^{(1)}(z)=\frac{1}{\pi^{2} T} \int_{k}^{1} \frac{d x}{\left(x^{2}-k^{\prime 2}\right)^{1 / 2}} \frac{\sin ^{2} v \alpha}{\left(1-x^{2}\right)^{1 / 2}}, \tag{31}
\end{equation*}
$$

where $\cos \alpha=x$. Since $\sin ^{2} v \alpha$ can always be expressed as a rational function of $x$, the integral in (31) can always be expressed ${ }^{7}$ in terms of the complete elliptical integrals $K(k)$, $E(k)$ of the first and second kind, respectively.

For $v=1$,

$$
\begin{align*}
\mathscr{Y}^{(1)}(z) & =\frac{1}{\pi^{2} T} \int_{k^{\prime}}^{1} \frac{\left(1-x^{2}\right)^{1 / 2}}{\left(x^{2}-k^{\prime 2}\right)^{1 / 2}} \\
& =\frac{1}{\pi^{2} T}[K(k)-E(k)], \tag{32}
\end{align*}
$$

where $k=\left(1-k^{\prime 2}\right)^{t / 2} \leqslant 1$ is the modulus of the integrals. For $v=2$,

$$
\begin{align*}
\mathscr{G}^{(2)}(z) & =\frac{4}{\pi^{2} T} \int_{k^{\prime}}^{1} d x \frac{x^{2}\left(1-x^{2}\right)^{1 / 2}}{\left(x^{2}-k^{\prime 2}\right)^{1 / 2}} \\
& =\frac{4}{3 \pi^{2} T}\left\{\left(1-k^{\prime 2}\right) E(k)+k^{\prime 2}[K(k)-E(k)]\right\} . \tag{33}
\end{align*}
$$

In general for $v$ odd $\mathscr{G}^{(\nu)}(z)$ diverges logarithmically for $z \rightarrow 0$, while for $v$ even $\mathscr{G}^{(v)}(z=0)$ remains finite but increases with $v$, so that in general

$$
\begin{equation*}
\lim _{v \rightarrow \infty} \mathscr{G}^{(\gamma)}(z=0)=\infty \tag{34}
\end{equation*}
$$

Furthermore, when $v \rightarrow \infty . \mathscr{G}^{(v)}(z)$ converges to

$$
\begin{align*}
\mathscr{G}^{(\infty)}(z) & =\frac{1}{2 \pi^{2} T} \int_{k}^{1} \frac{d x}{\left(x^{2}-k^{\prime 2}\right)^{1 / 2}}\left(1-x^{2}\right)^{-1 / 2} \\
& =K(k) / 2 \pi^{2} T \tag{35}
\end{align*}
$$

everywhere except at $k^{\prime}=1$.
Let us turn now to a transformed generating function ${ }^{4}$ $G_{\alpha}(z)$ for the two-particle random walk. We notice that (15) can be rewritten as
$\left\langle\bar{p}^{\prime}, \bar{q}^{\prime}\right| G(z)|\bar{p}, \bar{q}\rangle=\sum_{n=0}^{\infty} \frac{T^{n}}{z^{n+1}} P_{n}^{(\bar{p}, \bar{q})}\left(\bar{p}^{\prime}, \bar{q}^{\prime}\right)$,
where $\bar{p}=q-p, \bar{q}=q+p, \bar{p}^{\prime}=q^{\prime}-p^{\prime}, \bar{q}^{\prime}=q^{\prime}+p^{\prime}$, and
$P_{n}{ }^{(\bar{p}, \bar{q})}\left(\bar{p}^{\prime}, \bar{q}^{\prime}\right)=\left(P_{n}\left[\vec{p}^{\prime}-\bar{p}\right]-P_{n}\left[\bar{p}^{\prime}+\bar{p}\right]\right) P_{n}\left[\bar{q}^{\prime}-\bar{q}\right]$.
We then introduce ${ }^{4}$
$\left\langle\bar{p}^{\prime}\right| G_{\alpha}(z)|\bar{p}\rangle \equiv \sum_{n=0}^{\infty} \frac{T^{n}}{z^{n+1}}\left(P_{n}\left[\bar{p}^{\prime}-\bar{p}\right]-P_{n}\left[\bar{p}^{\prime}+\bar{p}\right]\right)$

$$
\begin{equation*}
\times \sum_{\bar{q}} \alpha^{|\bar{q}-\bar{q}|} P_{n}\left[\bar{q}^{\prime}-\bar{q}\right], \tag{38}
\end{equation*}
$$

where $|\alpha| \leqslant 1$. The sum over $\bar{q}^{\prime}$ can be evaluated ${ }^{8.9}$ in terms of the integral representation introduced in (17). One finds ${ }^{9}$ for $\bar{p}^{\prime}-\bar{p}$ even,

$$
\begin{align*}
\sum_{\bar{q}} \alpha^{|\vec{q}-\bar{q}|} P_{n}\left[\bar{q}^{\prime}-\bar{q}\right] & =\frac{2}{\pi} \int_{1 / 2}^{\infty} \frac{d x}{x^{n+1}}\left(4 x^{2}-1\right)^{-1 / 2} \\
& \times\left(\frac{x^{2}\left(1-\alpha^{4}\right)}{x^{2}\left(1+\alpha^{2}\right)^{2}-\alpha^{2}}\right) \tag{39}
\end{align*}
$$

while for $\bar{p}^{\prime}-\bar{p}$ or $\vec{q}^{\prime}-\bar{q}$ odd, one finds (see Appendix A)

$$
\begin{align*}
\sum_{\bar{q}} \alpha^{|\bar{q}-\bar{q}|} P_{n}\left[\bar{q}^{\prime}-\bar{q}\right]= & \frac{2 \alpha}{\pi} \int_{1 / 2}^{\infty} \frac{d x}{x^{n+1}} \frac{x}{\left(4 x^{2}-1\right)^{1 / 2}} \\
& \frac{\left(1-\alpha^{2}\right)}{x^{2}\left(1+\alpha^{2}\right)^{2}-\alpha^{2}} \tag{40}
\end{align*}
$$

Then for $\vec{p}-\bar{p}$ even, (38) becomes

$$
\begin{align*}
& \left\langle\bar{p}^{\prime}\right| G_{\alpha}(z)|\bar{p}\rangle \\
& =\frac{2}{\pi z} \int_{1 / 2}^{\infty} \frac{d x}{x\left(4 x^{2}-1\right)^{1 / 2}}\left(\frac{x^{2}\left(1-\alpha^{4}\right)}{x^{2}\left(1+\alpha^{2}\right)^{2}-\alpha^{2}}\right) \\
& \quad \times \sum_{n=0}^{\infty} \frac{T^{n}}{(x z)^{n}}\left(P_{n}\left[\vec{p}^{\prime}-\bar{p}\right]-P_{n}\left[\bar{p}^{\prime}+\bar{p}\right]\right), \tag{41}
\end{align*}
$$

the sum on $n$ being evaluated according to Eq. (22). We note that (41) can also be obtained directly from (23), since

$$
\begin{equation*}
\sum_{q(\mathrm{even})} \alpha^{|q|} \cos |q| \theta=\frac{1-\alpha^{4}}{1+\alpha^{4}-2 \alpha^{2} \cos 2 \theta} \tag{42}
\end{equation*}
$$

with $\cos \theta=(2 x)^{-1}$.
One may consider the spectral density associated with (41) when $\alpha=1$, here (42) behaves as $\delta(\theta)$, and from (38) one obtains
$\left\langle\bar{p}^{\prime}\right| G_{a=1}(z)|\bar{p}\rangle=\sum_{n=0}^{\infty} \frac{(2 T)^{n}}{z^{n+1}}\left(P_{n}\left[\bar{p}^{\prime}-\bar{p}\right]-P_{n}\left[\bar{p}^{\prime}+\bar{p}\right]\right)$.
Then for $\bar{p}^{\prime}=\bar{p}=v$, one finds

$$
\begin{equation*}
\operatorname{Im}\langle\bar{p}| G_{\alpha=1}(z)|\bar{p}\rangle=2 \sin ^{2} v \theta /\left[(4 T)^{2}-z^{2}\right]^{1 / 2} \tag{44}
\end{equation*}
$$

with $\cos \theta=z / 4 T$. We will turn now to several physical applications of the formal results obtained in Secs. 2 and 3.

## 4. PHYSICAL APPLICATIONS AND COMMENTS

In the preceding Secs. 2 and 3 we have established some formal results pertaining to the propagator and some of its generalized spectral densities, of a Hamiltonian $\mathscr{H}$ that describes a system of two hard spheres that are allowed to hop on a chain only through nearest neighbors. The chain is described by a single matrix element $T$ between nearest neighbors. Some direct physical applications of these results will be made in this section; as we will show, some of the spectral densities obtained can be directly related to experimentally measurable quantities. Let us first note how the system treated is mathematically isomorphic to a different physical problem. This is the problem ${ }^{10}$ (see Fig. 2) of a two-dimensional rectangular crystal which has been cleaved along a main diagonal line "surface."

Conceptually, this can be visualized either as a real ${ }^{10}$ crystal in which three-dimensional aspects may be neglected


FIG. 2. Two-dimensional lattice phase space. Absorbing barriers on line 1. Reflecting barriers on line 2. Origin and hollow dots cannot be reached by the representative point.
(such as might be the case for states ${ }^{10}$ localized near the twodimensional surface of the cleaved crystal) or as a two-dimensional lattice phase space where the representative point of the two hard spheres moves. According to the matrix elements in (4) the representative point is allowed to execute a random-walk motion only between nearest-neighbor lattice sites in the plane lattice, with a matrix element for hopping also given by $T$. The hard-core condition on the spheres is constructed by cleaving the two-dimensional crystal and introducing a line surface of absorbing ${ }^{4}$ barriers at the diagonal points $q=p$. This is represented by line 1 in Fig. 2. As pointed out by Di Marzio, ${ }^{11}$ such a line of absorbing barriers is equivalent physically to an adjoining parallel line (line 2 in Fig. 2) of perfectly reflecting ${ }^{4}$ barriers. Since in one dimension the hard-spheres cannot be reordered by nearest-neighbor hopping, the points in phase space (Fig. 2) denoted by empty circles cannot be reached by the representative point. Also, we note that the transformation from the $q$ and $p$ axes to the $\bar{q}$ and $\bar{p}$ variables [Eq. (36)] presented in Sec. 3 amounts then to a $\pi / 4$ clockwise rotation about the origin in this phase space. Within this context, the spectral density $\mathscr{G}^{(v)}(z)$ in (31) gives then the local density of states (see Ref. 10) on the $(v+1)$ th crystallographic line parallel to the line surface 1. As $\boldsymbol{v} \rightarrow \infty$ the local density of states increasingly oscillates in a damped manner, converging to $\mathscr{G}^{(\infty)}(z)$, the uncleaved crystal density of states. Furthermore, we note that the $N$ hard-spheres generalization of this isomorphism (with $N \geqslant 2$ ) involves a $N$-dimensional cubic lattice, where the constraints $x_{1}<x_{2}<x_{3}<\cdots<x_{N}$ on the positions of the spheres, are given by the intersection of appropriate hypersurfaces.

Except for $N=2$, however, the resulting phase space will always have wedges and corners. For this case, the corresponding exact solution has not been obtained.

Let us consider now the electronic band of spinless fermions in one dimension. Even though electrons have spins, one can show ${ }^{12,13}$ that for a strongly correlated unidimensional tight-binding band, such as can be described by a many-body Hamiltonian, like the Hubbard Hamiltonian ${ }^{14}$ with $U=\infty$ ( $U$ giving the energy of repulsion of two electrons of opposite spins on the same lattice site) and with nearest-neighbors hops, the magnetic properties become those of a set of localized spins, completely decoupled from
the kinetic degrees of freedom and given by a Curie spin susceptibility. The origin of this somewhat paradoxical behavior lies in the fact that in one dimension, nearest-neighbor hops alone cannot reorder ${ }^{13}$ the electronic spins; thus simulating the hard-sphere behavior. The partition function ${ }^{15}$ of such a highly interacting system becomes that of a spinless fermion simple tight-binding band with parameter $T$. From our results a partition function $Z$ can be obtained in a manner similar to the path-counting technique of Beni et al. ${ }^{15}$ In fact, $Z$ will be given by

$$
\begin{equation*}
Z(\beta)=N \sum_{v=1}^{N} \int d z e^{-\beta z} \mathscr{G}(v)(z) \tag{45}
\end{equation*}
$$

where $\mathscr{G}^{(v)}(z)$ gives the local density of states at the $(v+1)$ th crystallographic line, and $N \rightarrow \infty$ is the manner of lattice sites. Then one obtains, interchanging summation with integration

$$
\begin{align*}
Z(\beta)= & \frac{N}{\pi^{2} T} \int d z e^{-\beta z} \int_{k}^{1} \frac{d x}{\left(x^{2}-k^{\prime 2}\right)^{1 / 2}} \\
& \times\left(1-x^{2}\right)^{-1 / 2} \sum_{v=1}^{N} \sin ^{2} v \alpha \tag{46}
\end{align*}
$$

but
$\sum_{v=1}^{N} \sin ^{2} v \alpha=\frac{1}{2}\left(N+\frac{1}{2}-\sin (2 N+1) \alpha / 2 \sin \alpha\right)$.
Thus, except for $\alpha=0$, the last term in (47) is thermodynamically negligible when $N \rightarrow \infty$, so that finally

$$
\begin{align*}
Z(\beta) & =\frac{2 N^{2}}{\pi^{2}} \int_{-1}^{+1} d k^{\prime} \exp \left(-4 \beta T k^{\prime}\right) K\left(\left(1-k^{\prime 2}\right)^{1 / 2}\right) \\
& =N^{2} I_{0}^{2}(2 \beta T) \tag{48}
\end{align*}
$$

where $I_{0}(2 \beta T)$ is the hyperbolic ${ }^{16}$ Bessel function of zero order. The internal energy follows from

$$
\begin{equation*}
E=-\frac{\partial \ln Z}{\partial \beta}=-4 T \frac{I_{1}(2 \beta T)}{I_{0}(2 \beta T)} \tag{49}
\end{equation*}
$$

which agrees with the result of Beni et al. ${ }^{15}$ for a density $\rho$ of spinless fermions of $\rho=1-n / N$ (i.e., there are $n$ holes in the half-filled band and $\rho=$ number of electrons/number of sites) with $n=2$. In fact, one may surmise that for $n \ll N$, the partition function $Z$ should be given by

$$
\begin{equation*}
Z(\beta) \cong N^{n} I_{0}^{n}(2 \beta T) \tag{50}
\end{equation*}
$$

where terms of the order of $n / N \ll 1$ or higher are neglected. This comes about because the reflections of the representative point of the $n$ holes (or hard spheres) against the surfaces of the phase space, are thermodynamically negligible [as in (47)] when $N \rightarrow \infty$ and $n / N \ll 1$. Hence, it follows from this simple argument and the electron-hole symmetry, that for a low $n / N \& 1$ concentration of electrons (or holes, from the half-filled, $\rho=1$, band), these will seem ${ }^{17.18}$ to behave as spinless fermions, giving rise to an absorption rate proportional to a delta function $\delta(\omega)$, where $\omega$ is an ${ }^{19}$ external frequency. However, for an arbitrary concentration $n / N$ of electrons, there has been no rigorous proof ${ }^{17,18}$ of this assertion, and it is certainly not clear from our argument whether the collisions of the representative point against the surfaces of phase space, coming from higher-order terms in $n / N$, would still yield a conductivity $\sigma(\omega)$ proportional to $\delta(\omega)$, as
such collisions are thermodynamically certainly nonnegligible.

Another useful application of the spectral densities obtained, lies in the study of the optical absorption spectrum ${ }^{8,9}$ of a strongly correlated electronic band of the Hubbard type. Although for the spinless fermion band discussed above one has to consider an assembly of many "hard spheres" (represented either by the electrons or the holes), and the condition $U=\infty$ forbids double occupancies of lattice sites by paired electrons, thereby yielding a null conductivity $\sigma(\omega)$ for an exactly half-filled ( $\rho=1$ ) band; one may consider a first order correction to this in terms of the parameter $T / U<1$. Here double occupancies are possible since $U \neq \infty$. However, as it has already been shown, ${ }^{8.9}$ one may prove then that the optical absorption spectrum $(\omega \sim U)$ of the frequency dependent $\sigma(\omega)$ conductivity, is given essentially in terms of the appropriate spectral density of the two "hard spheres" alone. This may not seem exceedingly surprising, if one realizes that the optical spectrum of such a many-body system, arises physically (at low temperatures), from the creation by a light quantum, of an excitonlike excitation, composed of a two-electron paired site and the immediately adjacent created hole. Both the doubly occupied site and the hole propagate independently as "hard spheres" in the lattice, until they are annihilated somewhere by mutual recombination. Although in principle it would be possible to have multiple creations and annihilations of other electron-hole excitoniclike pairs, thereby creating in the lattic innumerable hard spheres, such processes are of higher order ${ }^{8,9}$ in $T / U \ll 1$, and hence negligible for $U \rightarrow \infty$. In fact, as we have indicated previously ${ }^{9}$ the line shape of absorption is given by the spectral density of the transformed generating function in (41) for $v=1$ (see Appendix B), i.e.,

$$
\begin{align*}
\operatorname{Im}\langle 1| G_{\alpha}(z)|1\rangle= & \frac{1}{\pi T}\left(\left(1-k^{\prime 2} \sin ^{2} \beta\right) \cos \beta K(k)\right. \\
& +\frac{\pi}{2}\left(1-k^{\prime 2} \sin ^{2} \beta\right)^{1 / 2} \\
& \left.\times \sin \beta \Lambda_{0}(\beta, k)-\cos \beta E(k)\right) \tag{51}
\end{align*}
$$

where $\Lambda_{0}(\beta, k)$ is Heuman's lambda function ${ }^{7}$ and

$$
\begin{equation*}
\beta=\sin ^{-1}\left(2 /\left(\alpha+\alpha^{-1}\right)\right) \tag{52}
\end{equation*}
$$

In expression (51) the center of the line shape is at $z=0$, and the $\alpha$ parameter of the transformed generating function is (see Ref. 9) seen to be related to the spin configuration of the rest of the electrons. To the lowest order in $T / U$ these can be considered as fixed with a given spin configuration. Here the spin configuration is important, since for $U \neq \infty$ the electronic spins may be reordered by nearest-neighbor hopping. The spectral density (51) has been previously ${ }^{9}$ applied to some recently studied ${ }^{20}$ low dimensional organic systems of the TCNQ salts, and one-dimensional magnetic insulators, with strongly correlated electronic bands.

It is important to point out here several novel features ${ }^{8,9}$ of this spectrum, that can be understood in terms of the cleaved crystal isomorphism. Both the absorption width, extending to $\pm 4 T$ on both sides of $k^{\prime}=0$, and the logarithmic divergence ${ }^{21}$ at the center $k^{\prime}=0$ of the spectrum, are charac-
teristics ${ }^{10}$ of the two-dimensional nature of the phase space. Furthermore, the weak residual logarithmic divergence in the spectrum (51), given for $\alpha$ close to one by

$$
\begin{align*}
& \lim _{\alpha \rightarrow 1} \lim _{z \rightarrow 0} \operatorname{Im}\langle 1| G_{\alpha}(z)|1\rangle \\
& \quad=\frac{1}{\pi T} \lim _{\beta \rightarrow \pi^{\prime} 2}\left[(\cos \beta) \ln \left(4 / k^{\prime}\right)_{k^{\prime} \rightarrow 0}+\beta \sin \beta-\cos \beta\right],
\end{align*}
$$

is interpreted as indicative ${ }^{10}$ of the existence of virtual bound states associated with the line $v=1$, or "surface" of the cleaved crystal. The physical reason why one considers only the plane $v=1$ in the optical spectrum in (51), is due to the fact that the quantum of light originally creates the excitation composed by the hole and the doubly occupied site on adjacent sites. Thus, the representative point (Fig. 2) starts somewhere on line 2 and propagates freely in the cleaved crystal, until it must come back to some other point on line 2 , where, so to speak, it disappears because of mutual recombination of the hole and the electron. The transformed generating function in (38) and its associated spectral density (51) physically represent nothing but a weighted average (given by $\alpha^{|\vec{q}-\bar{q}|}$ ) of such decreasing probabilities of recombination of the electron-hole pair, as its representative point is annihilated further away on line 2 , from its starting point on the same line.

We should remark that, although for the conductivity $\sigma(\omega)$ or optical absorption only the plane $v=1$ is involved, in other transport properties, like the thermopower, additional (i.e., $v=2$ ) planes will certainly be involved; this being caused by the way the original excitation is created. For this other transport property, next-nearest neighbors should also be taken into account.

The ground state of the many-body system of which (51) gives the optical absorption spectrum, is thought to be ${ }^{8,9}$ antiferromagnetic. Because of the translational invariance of this spin arrangement, all mutual recombinations along the points of line 2 (Fig. 2) are then equally certain, and one obtains the ground state spectrum with $\alpha=1$ in (51) [or $v=1$ in (44)], i.e. ${ }^{22}$

$$
\begin{equation*}
\operatorname{Im}\langle 1| G_{\alpha=1}(z)|1\rangle=\left[(4 T)^{2}-z^{2}\right]^{1 / 2} / 8 T^{2} \tag{54}
\end{equation*}
$$

On the other hand, for $\alpha=0$ in (51), the representative point must come back to its starting point to be annihilated, i.e., one obtains the local density of states on the surface of the cleaved crystal, given by (32). It can be shown ${ }^{9}$ that this limit $\alpha \rightarrow 0$, insofar as it is applied to the optical spectrum discussed, gives the line shape of absorption for a ferromagnetic arrangement of the spins in the lattice. For this spin arrangement the electron-hole excitation cannot recombine anywhere but at its starting point (i.e., $\alpha=0$ ) in order to restore the initial ferromagnetic arrangement.

It is well known that quasi-one-dimensional systems, such as some TCNQ salts, ${ }^{20}$ for example, are thought to be unstable against Peierls ${ }^{23}$ distortions. ${ }^{24}$ It is interesting to point out that the phase space isomorphism appropriate here for a Peierls-dimerized linear lattice, with two different, $T$ and $T^{\prime}$, hopping matrix elements, is analogous to the one presented, except that each lattic point in Fig. 2 should be
connected with its nearest-neighbors through matrix elements given by $T$ and $T^{\prime}$ alternatively, in both the $p$ and the $q$ directions. Starting from this, it is straightforward to obtain the generalization of (54) with $T \neq T^{\prime}$, because of the essentially one-dimensional nature of the excursions of the representative point in this case (see Appendix C). The general treatment of this for $|\alpha| \leqslant 1$ [for example, appropriate for a general disordered spin arrangement as in (51)] will be the object of a future work (part II).

Finally, we also remark that we have laid the grounwork for the inclusion of longer-range interaction between the hard spheres. For example, the inclusion of nearestneighbor interactions within the context of an extended ${ }^{25,26}$ Hubbard model, may lead here to the formation of bound electron-hole pairs of an excitonic nature, because of the effective attraction between a doubly occupied site and an adjacent hole in this case. Within the discussed isomorphism, this amounts very simply to the inclusion of a constant sin-gle-body potential ${ }^{10}$ on the surface (line 2) of the cleaved crystal. These other important physical applications will also be discussed in Part II.

## APPENDIX A

We show Eq. (40) for $\vec{p}-\bar{p}$ odd; the proof for $\bar{p}^{\prime}-\bar{p}$ even ${ }^{9}$ being completely analogous. Introducing the integral representation of (17), one finds

$$
\begin{align*}
& \sum_{\bar{q}} \alpha^{|\vec{q}-\bar{q}|} P_{n}[\vec{q}-\bar{q}] \\
&= \frac{1}{2 \pi i} \oint \frac{d z}{z^{n+1}}\left(1-4 z^{2}\right)^{-1 / 2} \\
& \times \sum_{\substack{q=-\infty \\
q=\text { odd }}} \alpha^{|q|}\left(\frac{1-\left(1-4 z^{2}\right)^{1 / 2}}{2 z}\right)^{|q|} \\
&= \frac{1}{2 \pi i} \oint \frac{d z}{z^{n+1}}\left(1-4 z^{2}\right)^{-1 / 2} 2 \alpha \\
& \times\left(\frac{1-\left(1-4 z^{2}\right)^{1 / 2}}{2 z}\right) \\
& \times\left[1-\alpha^{2}\left(\frac{1-\left(1-4 z^{2}\right)^{1 / 2}}{2 z}\right)^{2}\right]^{-1} \tag{A1}
\end{align*}
$$

where the contour of integration is that of $C_{1}$ in Fig. 1. One now deforms the contour to that of $C_{2}$ and proceeds as in the proof of Eq. (20). One must notice that the integrand in (A1) has no additional sigularities except the cuts from $|z|=\frac{1}{2}$ to $|z|=\infty$, since the equation $2 z=\alpha\left(1-\left(1-4 z^{2}\right)^{1 / 2}\right)$ has (for $z \neq 0$ ) only spurious roots at $z=(1 / \alpha+\alpha)^{-1}$ for $\alpha<1$. When $\alpha=1$ the poles of the integrand in (A1) that appear at $|z|=\frac{1}{2}$ become merged within the branch points also at $|z|=\frac{1}{2}$. One then finds
$\sum_{\bar{q}} \alpha^{|\bar{q}-\bar{q}|} P_{n}\left[\bar{q}^{\prime}-\bar{q}\right]$

$$
\begin{align*}
= & \frac{4 \alpha}{\pi} \int_{1 / 2}^{\infty} \frac{d x}{x^{n+1}} \frac{2 x}{\left(4 x^{2}-1\right)^{1 / 2}} \\
& \times \operatorname{Re}\left(\frac{1+i\left(4 x^{2}-1\right)^{1 / 2}}{4 x^{2}-\alpha^{2}\left(1+i\left(4 x^{2}-1\right)^{1 / 2}\right)^{2}}\right), \tag{A2}
\end{align*}
$$

which leads to (40). Notice also that for $\vec{p}-\bar{p}$ odd, $n$ must be odd, and that, apart from the factor $(1 / z)^{n+1}$ in (A1), the
discontinuity on the real axis of the rest of the integrand in (A1) is an even function of $z$.

## APPENDIX B

We show Eq. (51). Starting from (41) one obtains

$$
\begin{align*}
I & \equiv \pi T \operatorname{Im}\langle 1| G_{\alpha}(z)|1\rangle \\
& =\int_{k^{\prime}}^{1} d x \frac{\left(1-x^{2}\right)^{1 / 2}}{\left(x^{2}-k^{\prime 2}\right)^{1 / 2}} \frac{x^{2}\left(1-\alpha^{4}\right)}{x^{2}\left(1+\alpha^{2}\right)^{2}-4 \alpha^{2} k^{\prime 2}} \tag{B1}
\end{align*}
$$

and the substitution $x=\cos \theta, \sin \psi=\sin \theta / k$ brings (B1) to the form
$I=\left(\frac{1-\alpha^{2}}{1+\alpha^{2}}\right) \int_{0}^{\pi / 2} d \psi \frac{n^{2} \sin ^{2} \psi\left(1-k^{2} \sin ^{2} \psi\right)^{1 / 2}}{1-n^{2} \sin ^{2} \psi}$,
where
$n^{2}=\frac{k^{2}\left(1+\alpha^{2}\right)^{2}}{\left(1-\alpha^{2}\right)^{2}+4 \alpha^{2} k^{2}}, \quad$ with $1 \geqslant n^{2} \geqslant k^{2}$,
is the parameter of the elliptic integral of the third kind $^{7}$ in one of its circular cases because of inequality (B3). Then

$$
\begin{align*}
I= & \left(\frac{1-\alpha^{2}}{1+\alpha^{2}}\right)\left[\Pi\left(n^{2}, k\right)\left(1-k^{2} / n^{2}\right)+\left(k^{2} / n^{2}\right) K(k)\right. \\
& -E(k)] \tag{B4}
\end{align*}
$$

where $\Pi\left(n^{2}, k\right)$ is the complete integral of the third kind. By using the addition formulas ${ }^{7}$ for $\Pi\left(n^{2}, k\right)$, one finds

$$
\begin{align*}
I= & \frac{\left(1-\alpha^{2}\right)^{2}+4 \alpha^{2} k^{2}}{1-\alpha^{4}}\left[K(k)-\Pi\left(-\left(1-\alpha^{2}\right)^{2} / 4 \alpha^{2}, k\right)\right] \\
& +\frac{\pi \alpha}{\left(1+\alpha^{2}\right)^{2}}\left[\left(1-\alpha^{2}\right)^{2}+4 \alpha^{2} k^{2}\right]^{1 / 2} \\
& -\left(\frac{1-\alpha^{2}}{1+\alpha^{2}}\right) E(k) \tag{B5}
\end{align*}
$$

and the evaluation of $\Pi\left(\alpha_{1}^{2}, k\right)$ with Heuman's lambda function $\Lambda_{0}(\beta, k)$, through ${ }^{7}$
$\Pi\left(\alpha_{1}^{2}, k\right)=\frac{K(k)}{1-\alpha_{1}^{2}}+\frac{\pi \alpha_{1}^{2}\left[\Lambda_{0}(\beta, k)-1\right]}{2\left[\alpha_{1}^{2}\left(1-\alpha_{1}^{2}\right)\left(\alpha_{1}^{2}-k^{2}\right)\right]^{1 / 2}}$,
where $\alpha_{1}^{2} \equiv-\left(1-\alpha^{2}\right)^{2} / 4 \alpha^{2}$, and
$\beta \equiv \sin ^{-1} \frac{1}{\left(1-\alpha_{1}^{2}\right)^{1 / 2}}=\sin ^{-1} \frac{2}{\left(\alpha+\alpha^{-1}\right)}$
finally leads to (51).

## APPENDIX C

We generalize (54) to obtain the corresponding spectrum for a Peierls-dimerized linear lattice. Because of the one-dimensional nature of the excursions of the representative point, these can be enumerated by using the continued fraction representation (or infinite order Padé approximant) method employed by Brinkman and Rice. ${ }^{27}$ Denoting by $T$ and $T^{\prime}$ the consecutive matrix elements for hopping on the linear lattice, we then obtain
$\operatorname{Im}\langle 1| G_{\alpha=1}(z)|1\rangle_{D}$

$$
\begin{align*}
& \operatorname{Im}\langle 1| G_{\alpha=1}(z)|1\rangle_{D} \\
& =\operatorname{Im} \frac{1}{\left[\begin{array}{ll}
z & 1-\frac{(2 T)^{2}}{\left[z^{2}\right.} 1-\frac{\left(2 T^{\prime}\right)^{2}}{z^{2}\left[1-\frac{(2 T)^{2}}{1-\vdots}\right.}
\end{array}\right.} \tag{C1}
\end{align*}
$$

This continued fraction can be easily summed in terms of the "self-energies" $\Sigma(z)$ and $\Sigma^{\prime}(z)$, where

$$
\begin{equation*}
\Sigma(z)=\frac{(2 T)^{2}}{z^{2}\left[1-\Sigma^{\prime}(z)\right]} \quad \text { and } \quad \Sigma^{\prime}(z)=\frac{\left(2 T^{\prime}\right)^{2}}{z^{2}[1-\Sigma(z)]} \tag{C2}
\end{equation*}
$$

Thus, one finally obtains for the total Peierls-dimerized spectrum

$$
\begin{align*}
& \operatorname{Im}\langle 1| G_{\alpha=1}(z)|1\rangle_{D} \\
& \quad=\pi\left[1-T^{2} / T^{\prime 2}\right] u\left(1-T / T^{\prime}\right) \delta(z) \\
& \quad+\frac{1}{8 T^{\prime 2}}\left\{(4 T)^{2}-\left[z+4\left(T^{2}-T^{\prime 2}\right) / z\right]^{2}\right\}^{1 / 2} \tag{C3}
\end{align*}
$$

where $u\left(1-T / T^{\prime}\right)$ is the unit step function, and $\delta(z)$ is the Dirac delta function. Of course, for $T=T^{\prime}$ one reobtains (54).
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A $\lambda$-state Potts model with multispin interactions is considered which includes models recently introduced by other workers in order to provide a Hamiltonian for site percolation. A duality transformation is obtained for this model which becomes the matching relation for site percolation when $\lambda=1$.

## 1. INTRODUCTION

It has been known for some time ${ }^{1}$ that the thermodynamic properties of the $\lambda$-state Potts model yield corresponding properties of bond percolation in the limite $\lambda \rightarrow 1$. Recently Kunz and $\mathbf{W u}^{2}$ have extended this result to site percolation by considering a generalization of the Potts model to include multispin interactions. Ashley and Temperley ${ }^{3}$ have further developed this idea and shown that different Potts models can yield the same percolation problem.

The duality transformation for the Potts model with two-spin interactions was obtained by Potts ${ }^{4}$ using a transfer matrix method. It was later obtained by topological arguments (see for example Refs. 5 and 6) and may be written

$$
\begin{equation*}
\left(z^{*-1}-1\right)\left(z^{-1}-1\right)=\lambda, \tag{1.1}
\end{equation*}
$$

where $z$ is defined in terms of the interaction parameter $K$ by $z=e^{-\lambda K}$ and $z^{*}$ denotes the corresponding variable for the dual problem. In Sec. 3 we generalize Eq. (1.1) to Potts models with multispin interactions. The duality relation for the zero field partition function is seen as an immediate extension of the matching relation for the mean number of clusters in a site percolation problem. ${ }^{7}$ The latter is rederived by a simpler method which avoids the use of nonplanar graphs.

In the case $\lambda=2$, the Potts model with two-spin interactions reduces to an Ising problem with two-spin interactions for which the duality relation was given much earlier by Kramers and Wannier. ${ }^{8}$ Duality for Ising models with multispin intractions has recently received considerable attention. ${ }^{9-13}$ The $\lambda=2$ Potts model with three-spin interactions in zero field is also isomorphic with an Ising model with only two-spin interactions. Our result in this case enables the self-duality relation for the Ising model on the triangular lattice to be obtained without the usual reference to the honeycomb lattice (see also Wegner ${ }^{11}$ ).

In general the $\lambda=2$ Potts model with $l$-spin interactions is isomorphic to an Ising model with even interactions of order $2[l / 2]$ and less, and seems not to have been discussed previously when $l \geqslant 4$ except perhaps as a special case in the articles sited above. ${ }^{9-13}$

The model is introduced in Sec. 2 in a form which includes the conventional Potts model ${ }^{4}$ as well as the models of Kunz and $\mathbf{W u}{ }^{2}$ and Ashley and Temperley. ${ }^{3}$ The correspondence with bond and site percolation is discussed in a unified scheme and the connecting formulas, some of which are required for the main discussion of Sec. 3, are derived.

## 2. THE MODEL AND ITS RELATION TO PERCOLATION

Consider a system of spins $S$. Each spin has $\lambda$ states and selected subsets interact via a Potts interaction. Let the set of all such interacting subsets be denoted by $I$ and define a bipartite interaction graph $G$ which has vertex set $V=(S, I)$ and edge set

$$
E=\{(s, i): s \in S, i \in I \text { and } s \in i .\}
$$

Suppose that each interaction involves at least two spins, so that the vertices of $I$ have at least degree two, and also that spins involved in each interaction $i \in I$ are distinct so that there are no multiedges. Let the states of each spin be indexed by a variable $\alpha=1, \cdots, \lambda$. In any state of the system let:

$$
\begin{aligned}
& \xi=\{i \in I: \quad \text { not all spins of } i \text { are in the same state }\}, \\
& \eta=\{s \in S: \quad s \text { not in state } \alpha=1\}, \\
& \xi=\{i \in I: \quad \text { not all spins of } i \text { are in state } \alpha=1\} .
\end{aligned}
$$

Assign zero energy to the reference state of the system in which all spins are in state $\alpha=1$ and an additional energy $-k T \log z_{i}$ for each $i \in \xi,-k T \log \mu_{s}$ for each $s \in \eta$ and $-k T \log \mu_{i}$ for each $i \in \zeta$. If the variables $\left\{\mu_{s}, s \in S\right\},\left\{\mu_{i}, z_{i}\right.$, $i \in I\}$ all lie in the interval [ 0,1$]$, then the reference state is a ground state. The partition function is

$$
\begin{equation*}
\Lambda(z, \mu)=\sum_{\text {spin states }} z^{\xi} \mu^{m s}, \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
z^{\xi}=\prod_{i \in \xi} z_{i} \text { and } \mu^{\eta \cup S}=\prod_{s \in \eta} \mu_{s} \prod_{i \in \xi} \mu_{i} . \tag{2.2}
\end{equation*}
$$

(This convention for a variable raised to the power of a set enables all interaction variables to be considered as distinct without making the notation unduly heavy.) The model so defined will be called a generalized Potts model and denoted by $(S, I)$.

Now consider the percolation model $P$ on $G$ in which each vertex of $S$ is "occupied" with probability 1 and each vertex $i$ of $I$ is occupied independently with probability $p_{i}$. A percolation state may be specified by giving the vertices $I^{\prime}$ $\subseteq I$ which are occupied, and such a state occurs with probability $p^{I^{\prime}(1-p)^{I} \backslash I^{\prime}}$. A path is a sequence of vertices, successive members of which constitute an edge of $E$. An occupied path is one in which all vertices are occupied. In any percolation state two vertices are connected if there is an occupied path between them, and a maximal set of connected vertices is called a cluster. A single spin will be thought of
as connected to itself, and so a cluster may be single isolated spin. The "percolation average" of a random variable $X(I$ ') is defined by

$$
\begin{equation*}
\langle X\rangle_{P}=\sum_{I^{\prime} \subseteq I} p^{I^{\prime}(1-p)^{\prime \backslash I^{\prime}} X\left(I^{\prime}\right) . . . . .} \tag{2.3}
\end{equation*}
$$

For example $X\left(I^{\prime}\right)$ may be the number of clusters or the number of spins connected to a given spin when the vertices $I^{\prime}$ are occupied.

We now demonstrate that the partition function of $(S, I)$ may be written as a percolation average for $P$. First note the identities

$$
\begin{align*}
z^{5} & =\prod_{i \in I}\left[z_{i}+\left(1-z_{i}\right) \delta(i)\right] \\
& =\sum_{I^{\prime} \subseteq I} z^{I \backslash I^{\prime}}(1-z)^{I^{\prime}} \prod_{i \in I} \delta(i), \tag{2.4}
\end{align*}
$$

where the indicater variable $\delta(i)$ is defined by

$$
\delta(i)= \begin{cases}1, & \text { if } i \notin \xi  \tag{2.5}\\ 0, & \text { if } i \in \xi\end{cases}
$$

With $p_{i}=1-z_{i}$ and taking $I^{\prime}$ to be vertices of $I$ which are occupied in $P$ we may write

$$
\begin{equation*}
z^{\xi}=\left\langle\prod_{i \in I^{\prime}} \delta(i)\right\rangle_{p} \tag{2.6}
\end{equation*}
$$

By definition of $\xi$ we see that
$\prod_{i \in I^{\prime}} \delta(i)=\left\{\begin{array}{cc}1, & \text { if all spins in each cluster are } \\ & \text { in the same state }, \\ 0, & \text { otherwise. }\end{array}\right.$
Substituting (2.6) into (2.1) and interchanging the sum and average we obtain,

$$
\begin{equation*}
\Lambda(1-p, \mu)=\left\langle\prod_{c \in,}\left[1+(\lambda-1) \mu^{V(c)}\right]\right\rangle_{p} \tag{2.8}
\end{equation*}
$$

where ' $t$ ' is the set of all finite clusters corresponding to $I^{\prime}$ and $V(c)$ is the subset of vertices $V$ which belong to the cluster $c$. In restricting the product to finite clusters we are assuming that sufficient $\mu$ variables are less than one, so that $\mu^{V(c)}=0$ for any infinite cluster.

The result ( 2.8 ) will now be used to relate the thermodynamic properties of $(S, I)$ to the percolation functions of $P$. We shall take $\mu=1$ to mean $\mu_{v} \rightarrow 1^{-}, \forall v \in V$.

The free energy $\ln \mathcal{A}$ yields a generating function $G(p, \mu)$ for percolation theory, since
$\left.\mathscr{G}(p, \mu) \equiv \frac{\partial}{\partial \lambda} \ln \Lambda\right|_{\lambda=1}=\left\langle\sum_{c \in^{\prime} \ell^{\prime}} \mu^{V(c)}\right\rangle_{p}$.
When $\mu=1, \mathscr{G}(p, u)=\langle n\rangle_{p}$, the mean number of finite spin clusters, which for an infinite $G$ is normally calculated per spin or per interaction, since $\mathscr{G}$ itself would be infinite.

Differentiating (2.9) w.r.t. $\mu_{\psi}$,

$$
\begin{equation*}
\frac{\partial \mathscr{G}}{\partial \ln \mu_{v}}=\left\langle\delta_{v} \mu^{V\left(c_{v}\right)}\right\rangle_{p} \tag{2.10}
\end{equation*}
$$

where $\delta_{v}=1$ if there is a finite cluster $c_{v}$ containing vertex $v$ but zero otherwise. Setting $\mu=1$ gives the probability that $v$ is part of a finite cluster, so that if $G$ is finite,

$$
\left.\frac{\partial G}{\partial \mu_{v}}\right|_{\mu=1}= \begin{cases}1, & v \in S  \tag{2.11}\\ p_{v}, & v \in I\end{cases}
$$

For $G$ infinite and $v \in V$ the percolation probability $P_{v}$ may be defined as the conditional probability that, given $v$ belongs to a cluster, it belongs to an infinite cluster, and hence,

$$
\begin{equation*}
P_{v}=1-\left.p_{v}^{-1} \frac{\partial \mathscr{G}}{\partial \mu_{v}}\right|_{\mu=1} \tag{2.12}
\end{equation*}
$$

where $p_{v}=1$ if $s \in S$.
Setting $\mu_{s}=1, \forall s$ and $\mu_{i}=\mu, \forall i$ in (2.10) gives

$$
\begin{equation*}
\left.\frac{\partial \mathscr{G}}{\partial \ln \mu_{v}}\right|_{\mu_{s}=1}=\left\langle\delta_{v} \mu^{\left|I\left(c_{v}\right)\right|}\right\rangle \tag{2.13}
\end{equation*}
$$

where $I(c)$ is the set of interaction vertices in $c .\left|I\left(c_{v}\right)\right|$ is a measure of the cluster size, and if $v \in I$, it is the standard measure of cluster size in the site percolation problem $\bar{P}$, defined later. Equation (2.13) therefore gives the moment generating function for the cluster size distribution. The moment generating function for $\left|S\left(c_{v}\right)\right|$ may be obtained by setting $\mu_{s}=\mu$, $\forall s$ and $\mu_{i}=1, \forall i$. This is an alternative measure of the cluster size and is, in fact, the number of sites in a bond problem (see later), whereas $\left|I\left(c_{v}\right)\right|$ is the number of bonds (see also Stephen ${ }^{14}$ ).

For $v, v^{\prime} \in V$, the pair connectedness $P_{v v^{\prime}}$ is the probability that $v$ and $v^{\prime}$ belong to the same finite cluster. This may be obtained from (2.10) by differentiating first with respect to $\mu_{v^{\prime}}$ and then with respect to $\mu_{v}$, since the only terms which survive the second differentiation are the ones where $v$ and $v^{\prime}$ belong to the same member of $\mathscr{C}^{\prime}$, thus

$$
\begin{align*}
P_{v v^{\prime}} & =\left.\frac{\partial^{2} \mathscr{G}}{\partial \ln \mu_{v} \partial \ln \mu_{v^{\prime}}}\right|_{\mu=1} \\
& =\left.\frac{\partial^{2} \mathscr{G}}{\partial \mu_{v} \partial \mu_{v^{\prime}}}\right|_{\mu=1} \quad \text { if } v \neq v^{\prime} \tag{2.14}
\end{align*}
$$

The corresponding derivative of $\ln \Lambda$ is a spin correlation function.

The above relationship between percolation and the Potts model has been derived by other authors for less general models.

Kastelyn and Fortuin ${ }^{1}$ demonstrated a correspondence between Potts models with only two-spin interactions and bond percolation. This was recently developed by Stephen ${ }^{14}$ and Wu. ${ }^{15}$ For such a model ( $S, I$ ) the vertices $I$ of the graph $G$ have degree two, and for each $i \in I$ the pair of edges $\left\{\left(s_{1}, i\right),\left(i, s_{2}\right)\right\}$ may be replaced by a single edge $\left(s_{1}, s_{2}\right)$ to give a graph $H$. This operation is called suppression of the vertices $I$. The edges so formed are deemed to be occupied when the corresponding vertex of $i$ is occupied and an occupied edge provides a connection between its terminal vertices. The percolation model $P$ corresponding to $(S, I)$ is clearly the bond problem on $H$. Figure 1(a) illustrates the Potts model for the bond problem on the square lattice.


FIG. 1. (a) Kasteleyn-Fortuin correspondence between a Potts model with two-spin interactions and the bond problem on the square lattice. The self duality of this model is illustrated (b) KunzWu correspondence between a Potts model with six-spin interactions and the site problem on the triangular lattice. The dual model is also shown.

Key : $0=$ interaction vertex, $\bullet=$ primary spin, ${ }^{\circ}=$ dual spin,$-=$ primary edge, $---=$ dual edge.

The percolation model $P$ corresponding to any Potts model ( $S, I$ ) may be converted into a more conventional percolation model $\bar{P}$ in which all sites are randomly occupied. The sites $S$ of $G$ which are occupied with probability one may be removed by the following "star" transformation. For each vertex $s \in S$ let $I(s)$ be the vertices of $I$ which are adjacent to $s$. Then replace the edges $\{(s, i), i \in I(s)\}$ by the complete graph on $I(s)$ and remove $s$ from the vertex set of $G$. If $s$ has degree two this corresponds to suppression. If $s$ has degree three it is the star-triangle transformation. Multiedges formed during the transformation may be replaced by single edges without changing the connectedness of the model. The resulting graph will be called $\vec{G}$. The site clusters of $\bar{P}$ correspond to the clusters of $P$, but a cluster of $P$ which is just a single spin has no counterpart in $\bar{P}$. However, the following simple relation holds between the mean number of clusters for the two problems

$$
\begin{equation*}
\langle n\rangle_{p}=\langle\bar{n}\rangle_{p}+\sum_{s \in S}(1-p)^{I(s)} . \tag{2.15}
\end{equation*}
$$

The pair connectedness for two vertices $i_{1}, i_{2} \in I$ is the same in both problems.

A given site problem may correspond to several Potts models. Kunz and $W u^{2}$ showed that the site problem on a graph $H$ corresponds to the Potts model ( $S, I$ ) obtained by taking $I$ to be the sites of $H$ and associating a vertex of $S$ with each edge of $H$. Clearly $H$ is the graph $\bar{G}$ defined above. The


FIG. 2. Ashley-Temperley correspondence between a Potts model with three-spin interactions and the site problem on the triangular lattice. The key is as in Fig. 1.

Potts model for the site problem on the triangular lattice is shown in Fig. 1(b). This model involves six-spin interactions. An alternative Potts model for which $\bar{P}$ is the site problem on the triangular lattice was given by Ashley and Temperley. ${ }^{3}$ This model is obtained by taking $S$ and $I$ to be the two triangular sublattices of a honeycomb lattice as shown in Fig. 2. In contrast to the Kunz-Wu model only three-spin interactions are involved.

It is well known that any bond problem may be transformed into a site problem on a different graph. In the present context, if the bond problem on a graph $H$ corresponds by the Kastelyn-Fortuin transformation ${ }^{1}$ to a Potts model ( $S, I$ ), then the equivalent site problem is $\bar{P}$ described above.

## 3. DUALITY FOR PERCOLATION AND THE ZERO FIELD PARTITION FUNCTION

Consider a Potts model ( $S, I$ ) and for simplicity assume that all vertices have at least degree two. Assume also that the interaction graph $G$ is connected and planar, and that it has been drawn in the plane to form a plane graph (also denoted by $G$ ). The graph $\bar{G}$ obtained from $G$ by the star transformation is not necessarily planar, and is in general a decorated mosaic.' The dual model ( $S^{*}, I$ ) is constructed by placing a vertex of $S^{*}$ in each face of $G$ and connecting it by an edge to each vertex of $I$ which lies in the boundary of the face in such a way that no two edges intersect. The plane graph so formed will be denoted by $G^{*}$ and $G^{* *}=G$. Figure


FIG. 3. Duality on a finite graph. Both Potts models correspond to the site problem on the tetrahedron. The key is as in Fig. 1.


FIG. 4. Corresponding percolation states for the site problem on the square lattice and its matching lattice. Open circles are occupied on the square lattice, whereas solid circles are occupied on the matching lattice.

3 shows the dual transformation between the cube $G$ and the decorated tetrahedron $G^{*}$. Notice that the Ashley-Temperley model of Fig. 2 is self-dual, as is the square lattice with two-spin interactions [Fig. 1(a)]. The dual of the Kunz-Wu model of Fig. 1(b) is the diced lattice in which the sixth order vertices are interaction vertices. The percolation model $\bar{P}$ corresponding to the latter model is also the triangular site problem.

The percolation model $\bar{P}^{*}$ corresponding to $\left(S^{*}, I\right)$ together with $\vec{P}$ constitute a pair of matching site problems. ${ }^{7}$ These have the property that the mean number of clusters at probability $p$ for $\bar{P}$ is related to the mean number of clusters at probability $1-p$ for $\bar{P}^{*}$. (For the models in Fig. 3, $\bar{P}$ and $\bar{P}^{*}$ are both the site problem on the tetrahedron which is selfmatching.) We now obtain a similar relation for $P$ and $P^{*}$ which by (2.17) implies the matching relation between $\bar{P}$ and $\bar{p}$. A relation between the partition functions of dual models is also obtained by the same technique.

Suppose that the occupied vertices of $G$ in a percolation state of $P$ are colored black. This means that all the $S$ vertices are black, together with the subset $I$ ' of $I$. The black vertices together with the edges of $G$ connecting black vertices form a subgraph which we shall call $G_{B}$, the components of which are the clusters. A corresponding state of $P^{*}$ may be obtained by supposing that the vertices $I \backslash I^{\prime}$ are occupied on $G^{*}$. If these vertices together with the vertices $S^{*}$ are colored white, the white vertices define a subgraph $G_{w^{\prime}}$ the components of which are the clusters for this state of $P^{*}$. Figure 4 shows a pair of dual models and the corresponding states. The model ( $S^{*}, I$ ) is the Kunz-Wu model ${ }^{2}$ for which $\widetilde{P}^{*}$ is the site problem on the square lattice, and its dual $(S, I)$ is such that $\bar{P}$ is the site problem on the square lattice with first and secondneighbor connections. The latter is the matching lattice of the square lattice. The figure illustrates the following theorem.

Theorem: With $G_{B}$ and $G_{W}$ defined as above:
(a) every component of $G_{W}$ is contained within a single
face of $G_{B}$, and
(b) each face of $G_{B}$ contains exactly one component of $G_{W}$. The same statement is true with $G_{B}$ and $G_{W}$ interchanged by symmetry of the dual construction.

Proof: $G_{B}$ and $G_{W}$ never intersect, since the only possible intersection points are vertices of $I$, and in any percolation state each vertex of $I$ either belongs to $G_{B}$ or to $G_{\boldsymbol{W}}$. It follows that any two vertices which are connected in $G_{W}$ must lie in the same face of $G_{B}$, which proves part (a).

To prove part(b) we first notice that the faces of $G_{B}$ are made up of faces of $G$ each of which contains a vertex of $S^{*}$. It follows immediately that every face of $G_{B}$ contains at least one component of $G^{W}$. To show that there cannot be more than one, we must prove that any two vertices of $G_{W}$ which lie in the same face of $G_{B}$ are connected on $G_{W}$. It is sufficient to prove this for two vertices of $S^{*}$, since any vertex of $I \backslash I^{\prime}$ is on the boundary of some face of $G$ and is therefore connected to a vertex of $S^{*}$. Suppose that the vertices $s_{1}$ and $s_{2}$ of $S^{*}$ lie in the faces $F_{1}$ and $F_{2}$ of $G$ which are within the face $F_{B}$ of $G_{B}$. Since $F_{B}$ is a connected region of the plane, the faces $F_{1}$ and $F_{2}$ must be connected by a chain of faces of $G$ which are within $F_{B}$, successive members of which have edge to edge contact along at least one edge of $G$ which is internal to $F_{B}$. An edge of $G$ which is internal to $F_{B}$ must have a white vertex which is in $I \backslash I^{\prime}$, and hence vertices of $S^{*}$ which lie in successive faces of the chain must be connected on $G_{W}$ via this white vertex. Hence the vertices $s_{1}$ and $s_{2}$ are connected by a chain of white vertices.

It follows from the theorem that the number of faces $f_{B}$ of $G_{B}$, including the infinite face, is equal to the number of components $n_{W}$ of $G_{W}$, which is the number of clusters for the problem $P^{*}$. Also the number of faces of $G_{B}$ is determined in terms of $n_{B}$ by Euler's law applied to $G_{B}$, thus,

$$
\begin{equation*}
n_{W}=f_{B}=e_{B}-v_{B}+n_{B}+1 . \tag{3.1}
\end{equation*}
$$

On taking averages over all percolation states,

$$
\begin{equation*}
\left\langle n_{B}\right\rangle_{p}=\Phi(p)+\left\langle n_{W}\right\rangle_{1-p}^{*}, \tag{3.2}
\end{equation*}
$$

where the average on the right is calculated for $P^{*}$, for which $1-p_{i}$ is the probability of occupation of $i$. The function $\Phi(p)$ is linear in the variables $p_{i}$, and is given by

$$
\begin{equation*}
\Phi(p)=|S|+\sum_{i \in I} p_{i}-\sum_{i \in I} \gamma_{i} p_{i}-1, \tag{3.3}
\end{equation*}
$$

where $\gamma_{i}$ is the number of vertices of $S$ which are adjacent to $i$. Notice that

$$
\begin{align*}
\Phi(1-p) & =|S|+|I|-|E|-\sum_{i \in I} p_{i}+\sum_{i \in I} \gamma_{i} p_{i}-1 \\
& =-\left|S^{*}\right|-\sum_{i \in I} p_{i}+\sum_{i \in I} \gamma_{i} p_{i}+1 \\
& =-\Phi^{*}(p) \tag{3.4}
\end{align*}
$$

where we have used (3.3) with $p_{i}=1$. Notice also that by construction $\gamma_{i}$ is also the number of vertices of $S^{*}$ adjacent to $i$.

The matching relation obtained by Sykes and Essam ${ }^{7}$ was

$$
\begin{equation*}
\left\langle\bar{n}_{B}\right\rangle_{p}=N \phi(p)+\left\langle\bar{n}_{W}\right\rangle_{1-p}^{*}, \tag{3.5}
\end{equation*}
$$

where $N=|I|$. Using (2.7) we find

$$
\begin{equation*}
N \phi(p)=\Phi(p)+\sum_{s \in S} p^{I(s)}-\sum_{s \in S}(1-p)^{I(s)}, \tag{3.6}
\end{equation*}
$$

which should be compared with their equation (6.14).
The above relations are exact when $G$ is a finite graph but should also apply to an infinite lattice graph in the thermodynamic limit, in which case one works with the mean number of clusters per vertex of $I$. A proper treatment of this limit will not be attempted here. However, we note that although our main theorem is true when the lattice is made finite by embedding it in a torus in the usual way (see Fig. 4), not all subgraphs $G_{B}$ are properly embedded in the torus. This creates difficulties when applying Euler's formula for the number of regions.

As an illustration of the above formulas if $P$ is the site problem on the square lattices with first and second neighbor connections,

$$
\Phi(p)=N(1-3 p)
$$

and

$$
\begin{aligned}
\phi(p) & =1-3 p+2 p^{2}-(1-p)^{4} \\
& =p-4 p^{2}+4 p^{3}-p^{4}
\end{aligned}
$$

in agreement with Table II of Sykes and Essam. ${ }^{7}$
A duality relation for the zerofield partition function will now be obtained. Setting $\mu=1$ in (2.8),

$$
\begin{equation*}
\Lambda(1-p, 1)=\left\langle\lambda^{n}\right\rangle_{p}, \tag{3.7}
\end{equation*}
$$

where $n=\left|\mathscr{C}^{\prime}\right|$, the number of finite clusters in the percolation model $P$. The duality for $\Lambda$ may therefore be considered as a percolation problem, and the notation of the first part of the section will be maintained. By definition,

$$
\begin{equation*}
\left\langle\lambda^{n}\right\rangle_{p} \equiv\left\langle\lambda^{n_{n}}\right\rangle_{p}=\sum_{I^{\prime} \subseteq I} p^{I^{\prime}}(1-p)^{I \backslash I^{\prime}} \lambda^{n_{H}} . \tag{3.8}
\end{equation*}
$$

From (3.1)

$$
\begin{equation*}
n_{B}=n_{W}+|S|+\left|I^{\prime}\right|-\sum_{i \in I^{\prime}} \gamma_{i}-1, \tag{3.9}
\end{equation*}
$$

which is Eq. (3.3) before averaging. Substituting in (3.8) gives

$$
\begin{equation*}
\left\langle\lambda^{n_{B}}\right\rangle_{p}=\lambda^{|S|-1} \sum_{I^{\prime} \subseteq I}\left(p \lambda^{1-\eta}\right)^{I^{\prime}}(1-p)^{I \backslash I^{\prime}} \lambda^{n_{w}} \tag{3.10}
\end{equation*}
$$

and renormalizing the distribution gives
$\left\langle\lambda^{n_{n}}\right\rangle_{p}$

$$
\begin{align*}
& =\lambda^{|S|-1}\left(1-p+p \lambda^{1-\eta}\right)^{I} \sum_{I^{\prime} \subseteq I} p^{* I^{\prime} I^{\prime}\left(1-p^{*}\right)^{\prime} \lambda^{n_{W}},} \\
& =\lambda^{|S|-1}\left(1-p+p \lambda^{1-\eta}\right)^{I}\left(\lambda^{n_{W}}\right)_{p^{*},}^{*} \tag{3.11}
\end{align*}
$$

where

$$
\begin{equation*}
p^{*}=\frac{1-p}{1-p+p \lambda^{1-\gamma}} . \tag{3.12}
\end{equation*}
$$

When $\lambda=1, p^{*}=1-p$, which is the usual percolation relation. In terms of the Potts model variables,

$$
\begin{equation*}
\Lambda(z, 1)=\lambda^{|S|-1}\left(z+(1-z) \lambda^{1-r}\right)^{I} \Lambda^{*}\left(z^{*}, 1\right) \tag{3.13}
\end{equation*}
$$

where

$$
\begin{equation*}
z^{*}=\frac{(1-z)}{z \lambda^{\gamma-1}+(1-z)} \tag{3.14}
\end{equation*}
$$

which may be written in the symmetric form

$$
\begin{equation*}
\left(z^{*}-1-1\right)\left(z^{-1}-1\right)=\lambda^{\gamma-1} . \tag{3.15}
\end{equation*}
$$

Equations (3.12), (3.14), and (3.15) are local relations and the subscript $i$ on the variables $z, p$, and $\gamma$ has been suppressed for convenience. For model with only two-spin interactions $\gamma_{i}=2, \forall i$ and Eq. (1.1) is obtained.

It is worth noting that when $\lambda=2$ the Ashley-Temperley model ${ }^{3}$ is isomorphic to a triangular lattice Ising model with a two-spin interaction parameter $y=z^{1 / 2}$ for which the duality relation reads (with $\gamma=3$ ),

$$
\left(y^{*-2}-1\right)\left(y^{-2}-1\right)=4
$$

and since the model is self-dual, the critical point (assumed to be unique) is located at $y_{c}^{2}=\frac{1}{3}$ as found by Onsager. ${ }^{16}$

## ACKNOWLEDGMENT

The author is grateful for valuable discussions with Dr. C.M. Place.

[^19]
# Husimi-Temperley model under a random field 

Tsuyoshi Horiguchi

Department of Applied Science, Faculty of Engineering, Tohoku University, Sendai 980, Japan
(Received 14 November 1978; revised manuscript received 6 February 1979)


#### Abstract

The free energy of the Husimi-Temperley model under a random field is obtained in terms of the $n$-replica method. The interchangeability of various limits such as the thermodynamic limit, the limit $n \rightarrow 0$ where $n$ is the number of replicas, etc., is justified on the usage of the $n$-replica method in the course of the evaluation of the free energy. A tricritical point is found for the model under the random field which takes on two values $\sigma$ and $-\sigma$ with equal probability.


The $n$-replica method has been used much in the course of the evaluation of the free energy of random quenched systems and has contributed to the development of the spinglass theory. ${ }^{1-3}$ However, this method contains several points to be clarified on its usage, e.g., the existence of the thermodynamic limit, the order of the $n \rightarrow 0$ and the thermodynamic limit, ${ }^{4.9}$ the analytic continuation of the function of integer $n$ to the one of nonintegral $n,{ }^{6,7}$ the minimization of the free energy by the method of steepest descent, ${ }^{5}$ etc.

The Husimi-Temperley model (or Weiss type model) ${ }^{8}$ under the random field distributed according to a Gaussian distribution has been discussed by Schneider and Pytte ${ }^{9}$ as a simple example to be solved by the $n$-replica method. They have shown that their results obtained by the formal usage of the $n$-replica method are exact by constructing tight upper and lower bounds for the free energy by using the GibbsBogoliubov inequality.

It is, however, interesting to clarify and justify some mathematical steps such as interchangeability of various limits, etc. mentioned above on the direct usage of the $n$ replica method in a calculation of the free energy. These troublesome steps are avoided or ignored in the previous calculations. ${ }^{7.9 .10}$ In this note, we discuss the Husimi-Temperley model under the random field distributed according to the various types of distrubution in a different viewpoint of the $n$-replica method from the one described previously in order to clarify and justify the points mentioned above.

The Hamiltonian considered here is given by
$\mathscr{H}_{N}=-\frac{J}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} s_{i} s_{j}-\sum_{i=1}^{N} h_{i} s_{i}, \quad s_{i}= \pm 1$,
where $J>0$ and $h_{i}$ is the random field distributed according to $p\left(h_{i}\right) . p\left(h_{i}\right)$ takes the Gaussian distribution $N\left(\bar{h}, \sigma^{2}\right)$, the uniform distribution $U\left(\bar{h}-3^{1 / 2} \sigma, \bar{h}+3^{1 / 2} \sigma\right)$ or the one expressed by

$$
\begin{equation*}
p\left(h_{i}\right)=\sum_{j=1}^{l} c_{j} \delta\left(h_{i}-\tilde{h_{j}}\right) \tag{2}
\end{equation*}
$$

with $\Sigma_{j=1}^{l} c_{j}=1, \Sigma_{j=1}^{l} c_{j} \tilde{h}_{j}=\bar{h}$, and $\Sigma_{j=1}^{l} c_{j} \tilde{h}_{j}^{2}-\bar{h}^{2}=\sigma^{2}$. When we consider the site-random Husimi-Temperley model under the uniform field, the Hamiltonian is immediately reduced to Eq. (1) with

$$
\begin{equation*}
p\left(h_{i}\right)=c \delta\left(h_{i}-\sigma\right)+(1-c) \delta\left(h_{i}+\sigma\right) \tag{3}
\end{equation*}
$$

Our aim is to find the free energy per site when the number of the total sites $N$ goes to infinity:

$$
\begin{equation*}
-\beta f=\lim _{N \rightarrow \infty} \frac{1}{N}\left\langle\log Z_{N}\left(\left\{h_{i}\right\}\right)\right\rangle_{N} \tag{4}
\end{equation*}
$$

where $\beta=1 / k_{B} T$ as usual and

$$
\begin{aligned}
Z_{N}\left(\left\{h_{i}\right\}\right)= & \sum_{s_{1}= \pm 1} \cdots \sum_{s_{v}= \pm 1} e^{-\beta \nVdash},=2^{N} e^{-\beta J}\left(\frac{N}{\pi}\right)^{1 / 2} \\
& \times \int_{-\infty}^{\infty} d t e^{-N t^{2}} \prod_{i=1}^{N} \cosh \left[2(\beta J)^{1 / 2} t+\beta h_{i}\right]
\end{aligned}
$$

and

$$
\begin{align*}
& \left\langle Q_{N}\left(\left\{h_{i}\right\}\right)\right\rangle_{N} \\
& \quad=\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{i=1}^{N}\left[d h_{i} p\left(h_{i}\right)\right] Q_{N}\left(\left\{h_{i}\right\}\right) \tag{6}
\end{align*}
$$

Equation (4) is expressed as

$$
\begin{equation*}
-\beta f=\lim _{N \rightarrow \infty} \lim _{x \rightarrow+0} \frac{d}{d x} \Phi_{N}(x) \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{N}(x)=\left\langle Z_{N}^{x}\left(\left\{h_{i}\right\}\right)\right\rangle_{N}^{1 / N} \tag{8}
\end{equation*}
$$

We note that $\Phi_{N}(z)$ is an analytic function of $z$ in the domain $D=\{z \mid \operatorname{Re} z \geqslant-\epsilon\}$, where $\epsilon$ is a small positive number, when we choose $\arg Z_{N}^{z}\left(\left\{h_{i}\right\}\right)=0$ and $\arg \left\langle Z^{z}\left(\left\{h_{i}\right\}\right)\right\rangle_{N}^{1 / N}$ $=0$ when $z=x>0$. We shall later show that $\left\{\Phi_{N}(z)\right\}$ converges uniformly as $N \rightarrow \infty$ in $D$. Then we have

$$
\begin{equation*}
-\beta f=\lim _{x \rightarrow+0} \frac{d}{d x} \phi(x) \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi(x)=\lim _{N \rightarrow \infty} \Phi_{N}(x) \tag{10}
\end{equation*}
$$

It is easy to show that $\Phi_{N}(x)$ is bounded. Then $\left\{\Phi_{N}(x)\right\}$ has at least one limit. However we could not show directly that $\left\{\Phi_{N}(x)\right\}$ has a unique limit. For instance, we have
$\Phi_{N}(x)=\left\langle\left(\sum_{l=1}^{M} A_{N}^{-1 / 2}\left(t_{l}\right) e^{-N F_{,}\left(t_{l}\right)}\right)^{x}\right\rangle_{N}^{1 / N}\left\{1+\mathrm{O}\left(\frac{x}{N^{2}}\right)\right\}$
where
$F_{N}(t)=t^{2}-\frac{1}{N} \sum_{i=1}^{N} \log \cosh \left[2(\beta J)^{1 / 2} t+\beta h_{i}\right]$,
$A_{N}(t)=1-\frac{2 \beta J}{N} \sum_{i=1}^{N} \operatorname{sech}^{2}\left[2(\beta J)^{1 / 2} t+\beta h_{i}\right]$.
$F_{N}(t)$ has at least one minimum and at most $N+1$ minima which are assumed to be attained at $t_{l}$, where $l=1,2, \ldots, M$ with $1 \leqslant M \leqslant N+1$, and are denoted $F_{N}\left(t_{1}\right)=F_{N}\left(t_{2}\right)$ $=\cdots=F_{N}\left(t_{M}\right) \cdot A_{N}\left(t_{l}\right)$ is positive and bounded. $t_{l}$ is a function of $\left\{h_{1}, h_{2}, \ldots, h_{N}\right\}$ and determined by the following equation:

$$
\begin{equation*}
t_{l}-\frac{(\beta J)^{1 / 2}}{N} \sum_{i=1}^{N} \tanh \left[2(\beta J)^{1 / 2} t_{l}+\beta h_{i}\right]=0 \tag{14}
\end{equation*}
$$

One of the annoying problems is the convergency of $t_{l}$ as $N \rightarrow \infty$.

By considering $n$ replicas of the system, we calculate $\Phi_{N}(n)$ for positive integers $n$ and obtain

$$
\begin{align*}
\psi(n) & =\lim _{N \rightarrow \infty} \Phi_{N}(n) \\
& =\max _{-\infty<t<\infty}\left\{e^{-n t} 2^{n}\left\{\cosh ^{n}\left[2(\beta J)^{1 / 2} t+\beta h\right]\right\rangle\right\} \tag{15}
\end{align*}
$$

where $\langle Q(h)\rangle$ denotes the average with $N=1$ defined by (6). As mentioned previously, ${ }^{6,7} \psi(x)$ for real $x>0$ is in general different from $\phi(x)$.

Now let us prove that $\phi(x)=\psi(x)$ for $x>0$, though it is clear for $x=0$. First we find the sequence of the functions $\left\{\Psi_{N}(x)\right\}$ for $x>0$ which converges to $\psi(x)$ as $N \rightarrow \infty$;

$$
\begin{align*}
& \Psi_{N}(x) \\
& =\left\langle\int_{-\infty}^{\infty} d t e^{-x N t^{2}} \prod_{i=1}^{N}\left\{2^{x} \cosh ^{x}\left[2(\beta J)^{1 / 2} t+\beta h_{i}\right]\right\}\right\rangle_{N}^{1 / N}  \tag{16}\\
& =\left\{\int_{-\infty}^{\infty} d t e^{-x N t^{2}} 2^{x N}\left(\cosh ^{x}\left[2(\beta J)^{1 / 2} t+\beta h\right]\right\rangle^{N}\right\}^{1 / N} \tag{17}
\end{align*}
$$

Consider the sequence $\left\{\tilde{\Psi}_{N}(x)\right\}$ defined as follows:

$$
\begin{equation*}
\widetilde{\Psi}_{N}(x)=\Psi_{N+1}^{N+1}(x) / \Psi_{N}^{N}(x) \tag{18}
\end{equation*}
$$

We have

$$
\begin{equation*}
\widetilde{\Psi}_{N}(x) \leqslant e^{x \beta J} 2^{x}\left\langle\cosh ^{x}(\beta h)\right\rangle, \tag{19}
\end{equation*}
$$

and by the Schwarz's inequality applied to (17)

$$
\begin{equation*}
\widetilde{\Psi}_{N}(x) \leqslant \widetilde{\Psi}_{N+1}(x) \tag{20}
\end{equation*}
$$

Then $\left\{\widetilde{\Psi}_{N}(x)\right\}$ and $\left\{\Psi_{N}(x)\right\}$ converge to a unique limit which is expressed in the following two ways by using expressions (16) and (17), respectively:

$$
\begin{align*}
\psi(x)= & \lim _{N \rightarrow \infty}\left\langle\sum_{t=1}^{M}\left(\frac{1}{\pi} x N A_{N}\left(t_{l}\right)\right)^{-1 / 2} e^{-x N F_{, ~}\left(t_{i}\right)}\right\rangle_{N}^{1 / N} \\
& \times\left[1+\mathrm{O}\left(1 / N^{2} x\right)\right]  \tag{21}\\
= & \max _{-\infty<t<\infty}\left\{e^{-x t^{2}} 2^{x}\left\langle\cosh ^{x}\left[2(\beta J)^{1 / 2} t+\beta h\right]\right\rangle\right\} . \tag{22}
\end{align*}
$$

where $F_{N}(t)$ and $A_{N}(t)$ are given by (12) and (13). $t_{l}$ satisfies Eq. (14). Because $A_{N}\left(t_{l}\right)$ is positive and bounded, we have from (10), (11), (21), and (22)
$\phi(x)=\psi(x)=e^{-x t} 2^{x}\left\langle\cosh ^{x}\left[2(\beta J)^{1 / 2} t_{0}+\beta h\right]\right\rangle$,
where $t_{0}$ is the value which maximizes the expression (22)
and satisfies the following equation:

$$
\begin{align*}
t_{0}= & (\beta J)^{1 / 2}\left\langle\operatorname { c o s h } ^ { x } [ 2 ( \beta J ) ^ { 1 / 2 } t _ { 0 } + \beta h ] \operatorname { t a n h } \left[ 2(\beta J)^{1 / 2} t_{0}\right.\right. \\
& +\beta h]\rangle /\left\langle\cosh ^{x}\left[2(\beta J)^{1 / 2} t_{0}+\beta h\right]\right\rangle . \tag{24}
\end{align*}
$$

Thus we have shown above that $\left\{\Phi_{N}(x)\right\}$ for $x \geqslant 0$ converges to the unique limit. This is equivalent to the existence of the thermodynamic limit. By virtue of the Vitali's theorem, $\left\{\Phi_{N}(z)\right\}$ converges uniformly to the limit $\phi(z)$ as $N \rightarrow \infty$ for all $z \in D$; hence $\phi(z)$ is an analytic function of $z$ for all $z \in D$. This fact warrants the transformation of Eq. (7) to Eq. (9). Thus we obtain the free energy as follows:

$$
\begin{equation*}
-\beta f=-\beta J m_{1}^{2}+\log 2+\left\langle\log \cosh \left(2 \beta J m_{1}+\beta h\right)\right\rangle \tag{25}
\end{equation*}
$$

where $m_{1}$ satisfies the equation

$$
\begin{equation*}
m_{1}=\left\langle\tanh \left(2 \beta J m_{1}+\beta h\right)\right\rangle . \tag{26}
\end{equation*}
$$

$m_{1}$ is the configurational average of the magnetization. The Edwards-Anderson order parameter $m_{2}$ is expressed by

$$
\begin{equation*}
m_{2}=\left\langle\tanh ^{2}\left(2 \beta J m_{1}+\beta h\right)\right\rangle . \tag{27}
\end{equation*}
$$

According to the method described in this note, the obtained results are also correct for the random field which distribution assures the uniform convergence of the integral $\left\langle Z_{N}^{z}\left(\left\{h_{i}\right\}\right)\right\rangle_{N}$ for $z$ in any finite region contained in $D$.

Finally we shall discuss the phase boundary. When $p(h)$ takes the uniform distribution $U\left(-3^{1 / 2} \sigma, 3^{1 / 2} \sigma\right)$, the obtained phase diagram is similar to the one for the Gaussian distribution $N\left(0, \sigma^{2}\right)$ given by Schneider and Pytte. ${ }^{9}$ For $2 J / \sigma<3^{1 / 2}$, there is no ferromagnetic phase. The phase boundary of the second order phase transition between the phase with $m_{1}=0$ and $m_{2} \neq 0$ and the one with $m_{1} \neq 0$ and $m_{2} \neq 0$ is given by

$$
\begin{equation*}
2 J / \sigma=3^{1 / 2} \operatorname{coth}\left(3^{1 / 2} \beta \sigma\right) \tag{28}
\end{equation*}
$$

On the other hand, when $p(h)$ takes the form given by (3) with $c=\frac{1}{2}$, the phase bounday of the second order phase transition is given by

$$
\begin{equation*}
2 J / \sigma=\cosh ^{2} \beta \sigma / \beta \sigma \tag{29}
\end{equation*}
$$

up to the point $2 J / \sigma=3 / 2 \cosh ^{-1}\left(\frac{3}{2}\right)^{1 / 2}=2.278$ and $k_{B} T / \sigma=1 / \cosh ^{-1}\left(\frac{3}{2}\right)^{1 / 2}=1.519$ which is the tricritical point. Below this point, we have the phase boundary of the first order phase transition which is determined by Eqs. (25) and (26) up to the point $2 J / \sigma=2$ and $k_{B} T / \sigma=0$. For $2 J / \sigma<2$, there is no ferromagnetic phase.
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#### Abstract

The spectrum of the multigroup neutron transport operator $A$ is studied for bounded spatial regions $D$ which consist of a finite number of material subregions. Our main results provide simple conditions on the material cross sections which guarantee that (1) $A$ possesses eigenvalues in the finite plane; (2) $A$ possesses a "leading" eigenvalue $\lambda_{0}$ which is real, not less than the real part of any other eigenvalue, and to which there corresponds at least one nonnegative eigenfunction $\psi_{\lambda 0}$; and (3) $A$ possesses a "dominant" eigenvalue $\lambda_{0}$ which is real, simple, greater than the real part of any other eigenvalue, and whose eigenfunction $\psi_{\lambda 0}$ satisfies $\psi_{\lambda 0} \geq 0$ and $s \psi_{\lambda 0} d^{2} \Omega>0$. We give examples to illustrate the results and to show that a leading eigenvalue need not be simple, nor its eigenfunction(s) positive.


## I. INTRODUCTION

The problem of determining properties of the spectrum of the neutron transport operator has been considered by many authors under varying assumptions on the type of medium and the scattering process. ${ }^{1-7}$ Nevertheless, certain gaps have persisted, in particular regarding the existence and multiplicity of an eigenvalue with greatest real part and the positivity of its eigenfunction(s).

The purpose of this article is to combine some results of Jörgens, ${ }^{2}$ some more recent developments of Angelescu and Protopopescu,' and some new analysis to provide a fairly complete qualitative description of the spectrum of the multigroup transport operator $A$ in a bounded, convex, physical domain $D$.

The following description, due to Jörgens, ${ }^{2}$ provides the starting point of our analysis. If $\sigma[A]$, the spectrum of $A$, contains points in the finite part of the complex plane, then they are discrete and situated in a left half space, finite in any strip $\beta_{1} \leqslant \operatorname{Re} \lambda \leqslant \beta_{2}$, and the generalized eigenspaces are all finite-dimensional.

To describe our new results, we must make two definitions. First, let a "leading" eigenvalue of $A$ be one which is real, which is not less than the real part of any other eigenvalue, and to which corresponds at least one nonnegative eigenfunction. Next, let a "dominant" eigenvalue of $A$ be one which is real, which is strictly greater than the real part of any other eigenvalue, which is simple, and to which corresponds a nonnegative eigenfunction $\psi(\mathbf{x}, \boldsymbol{\Omega})$ such that $\int \psi(\mathbf{x}, \Omega) d^{2} \Omega$ is everywhere positive in $D$.

Then our main results, stated in physical terms, are as follows:
(I) $\sigma[A]$ is nonempty if there exists at least one energy group with self-scattering in some nonempty sphere $\left|\mathbf{x}-\mathbf{x}_{0}\right|<r_{0}$ in $D$.
(II) A leading eigenvalue of $A$ exists if and only if $\sigma[A]$ is

[^20]nonempty.
(III) A dominant eigenvalue of $A$ exists if the condition stated in (I) is met and if any neutron, occurring at any point in $D$ and in any energy group, has a positive probability of (eventually) being scattered into any other energy group.

We also give examples to illustrate that a leading eigenvalue need not be simple, nor its eigenfunction(s) positive.

The specific problem of examining the leading eigenvalue of a transport operator has been considered previously by Vidav ${ }^{5}$ and Angelescu and Protopopescu ${ }^{7}$ for the case of a continuous energy variable which tends to zero and a strictly positive kernel in the scattering integral. (Since the energy variable tends to zero, the spectrum of the transport operator contains a half-space, ${ }^{4-7} \operatorname{Re} \lambda \leqslant \lambda$ *, which is often called "the continuum.') Vidav's analysis, which can be directly applied to the multigroup transport operator, shows that if there exists an isolated point eigenvalue in the spectrum of the transport operator (i.e., out of the continuum), then there exists a leading eigenvalue $\lambda_{0}$ whose geometrical multiplicity is 1 and whose (single) eigenfunction is strictly positive in the interior of $D$. Angelescu and Protopopescu ${ }^{7}$ have shown recently that for this problem, $\lambda_{0}$ is in fact dominant. (Thus $\lambda_{0}$ is simple and greater than the real part of any other eigenvalue.) However, for technical reasons, this analysis cannot be directly applied to the multigroup transport operator. [These authors' use the continuity of the energy variable to construct an integral operator which is (required to be) completely continuous. For discrete energies, this construction cannot be done.] In any case, our results are more general because we do not require the kernel in the scattering integral (which, for multigroup problems, is a matrix) to be strictly positive.

In this article we formulate conditions on the multigroup transport operator which specifically apply to the class of problems for which a numerical calculation of the eigenvalues (or, in particular, of the dominant eigenvalue) is likely to be attempted. We do this because the multigroup approximation is made basically for the purpose of comput-
ing, and so there is little reason to allow more general types of behavior in our analysis than is possible in a computer code. Thus we require all of the cross sections to be piecewise continuous (rather than, for example, square-integrable) and the boundaries of the physical system and all of its material subregions to be continuous. However, in order to apply Jörgens' results directly, i.e., without introducing extensions of his theory, we allow the fluxes to be square-integrable.
Then the fluxes can be piecewise continuous, although they need not be. However, we expect, but do not prove, that the solution of an initial value problem with piecewise continuous cross sections and a piecewise continuous initial condition will in fact be piecewise continuous.

## II. ANALYSIS

We wish to consider a bounded convex physical region consisting of at most a finite number of different material subregions, each having a continuous boundary.

Therefore, we require each subregion $D_{i}, 1 \leqslant i \leqslant I$, to be a bounded open set of points in Euclidean space such that for any fixed $\mathbf{x}_{i} \in D_{i},\left|\mathbf{x}-\mathbf{x}_{i}\right|$ is a continuous function of $\mathbf{x}$ for $\mathbf{x} \in \partial D_{i}$ (the boundary of $D_{i}$ ). We set

$$
D=\bigcup_{i=1}^{I} D_{i}
$$

and we require $\mathbf{D}$, the closure of $D$, to be convex.
As a means of introducing the concepts relevant to our study we consider, for the moment, an initial-boundary value problem. Then the time-dependent multigroup neutron transport equation has the form

$$
\begin{equation*}
\frac{\partial}{\partial t} \psi(\mathbf{x}, \mathbf{\Omega}, t)=A(\psi, \mathbf{\Omega}, t) \tag{1}
\end{equation*}
$$

where $\psi(\mathbf{x}, \boldsymbol{\Omega}, t)$ is a $G \times 1$ vector whose $\mathbf{g t h}$ component is the neutron density for the gth group, and the multigroup transport operator $A$ is

$$
\begin{align*}
& A=T+K  \tag{2a}\\
& T \mathbf{f}(\mathbf{x}, \boldsymbol{\Omega})=-(\mathbf{\Omega} \cdot \nabla) V \cdot \mathbf{f}(\mathbf{x}, \boldsymbol{\Omega})-V \cdot \mathbf{\Sigma}_{i}(\mathbf{x}) \cdot \mathbf{f}(\mathbf{x}, \boldsymbol{\Omega})  \tag{2b}\\
& K \mathbf{f}(\mathbf{x}, \boldsymbol{\Omega})=\int \mathrm{V} \cdot \boldsymbol{\Sigma}\left(\mathbf{x}, \boldsymbol{\Omega} \cdot \mathbf{\Omega}^{\prime}\right) \cdot \mathbf{f}\left(\mathbf{x}, \mathbf{\Omega}^{\prime}\right) d^{2} \Omega^{\prime} \tag{2c}
\end{align*}
$$

In these equations, $\mathbf{x} \in D$ and $\Omega \in S$ (the surface of the unit sphere). $V$ is a $G \times G$ diagonal velocity matrix, whose gth diagonal component is $v_{g}$, the speed of neutrons in the gth energy group. We assume $v_{g}>0,1 \leqslant g \leqslant G . \Sigma_{t}(\mathbf{x})$ is a $G \times G$ diagonal matrix whose gth diagonal component is $\sigma_{t g}(\mathbf{x})$, the total cross section for the gth group at the point $x$. We assume that each $\sigma_{t g}(\mathbf{x})$ is a nonnegative uniformly continuous function of $\mathbf{x}$ in each subregion $D_{i}, 1 \leqslant i \leqslant I . \Sigma(\mathbf{x}, \mu)$ is a $G \times G$ matrix, each component of which, $\sigma_{g g^{\prime}}(\mathbf{x}, \mu)$, is a nonnegative uniformly continuous function of $x$ and $\mu$ for each subregion and $\mu \in[-1,1]$. We impose the following physically reasonable requirement: If, at any point $\mathbf{x}_{0}$, there exists a $\mu_{0}$ such that $\sigma_{g g^{\prime}}\left(\mathbf{x}_{0}, \mu_{0}\right)>0$, then $\sigma_{g g^{\prime}}\left(\mathbf{x}_{0}, \mu\right)>0$ for all $\mu \in[-1,1]$.

To the transport equations (1), (2), we adjoin initial boundary conditions:

$$
\begin{align*}
& \Psi(\mathbf{x}, \boldsymbol{\Omega}, 0)=\mathbf{h}(\mathbf{x}, \mathbf{\Omega}) \quad(\mathbf{x}, \boldsymbol{\Omega}) \in D \times S  \tag{3a}\\
& \Psi(\mathbf{x}, \boldsymbol{\Omega}, t)=0, \quad \mathbf{x} \in \partial D, \quad \mathbf{\Omega} \cdot \mathbf{n}(\mathbf{x})<0 \tag{3b}
\end{align*}
$$

Here $\mathbf{n}(\mathbf{x})$ is the unit outer normal at the point $\mathbf{x} \in \partial D$.

We require the initial condition $h$ to be an element of $H$, the Hilbert space of square integrable vector functions defined for $(\mathbf{x}, \Omega) \in D \times S$, with the usual $L_{2}$ norm

$$
\|\mathbf{h}\|=\left[\sum_{g=1}^{G} \int_{D} \int_{S}\left|h_{g}(\mathbf{x}, \Omega)\right|^{2} d^{2} \Omega d^{3} x\right]^{1 / 2}
$$

We seek a solution $\psi$ of (1)-(3) such that for each $t \geqslant 0, \psi \in H$, i.e.,

```
\(\|\boldsymbol{\psi}\|(t)<\infty, \quad 0 \leqslant t<\infty\).
```

This solution exists and is given uniquely by ${ }^{2}$

$$
\psi(\mathbf{x}, \mathbf{\Omega}, t)=E(t) \mathbf{h}(\mathbf{x}, \mathbf{\Omega})
$$

where $E(t): H \rightarrow H$ is the strongly continuous semigroup whose infinitesimal generator is $A$, the transport operator defined on a suitable dense subset of $H$. [One often sees the descriptive notation $E(t)=e^{t A}$.]

Let us define

$$
\begin{aligned}
\alpha & =\inf _{\substack{1<g<G \\
\mathbf{x} \in D}} \sigma_{t g}(\mathbf{x}), \\
\tau & =(\text { maximum diameter of } D) /\left(\min v_{g}\right) \\
& =\text { maximum escape time for an uncollided neutron, }
\end{aligned}
$$ and

$C=$ the cone of vector functions in $H$, each component of which is nonnegative (except on a set of measure zero).

We say that an operator is positive if it maps $C$ into $C$.
Then the following two results are due to Jörgens ${ }^{2}$ :
Theorem $1: E(t): H \rightarrow H$ is a positive operator for $t \geqslant 0$ and is a completely continuous operator for $t>3 \tau$.

Theorem 2: The spectrum of $A, \sigma[A]$, is discrete, situated in the half-plane $\operatorname{Re} \lambda \leqslant\|K\|-\alpha$, and finite in any strip $\beta_{1} \leqslant \operatorname{Re} \lambda \leqslant \beta_{2}$. The generalized eigenspaces are finite-dimensional. Let $\lambda_{0}, \lambda_{1}, \lambda_{2}, \cdots$ be the enumeration of $\sigma[A]$. Then $\sigma[E(t)]$ consists of the points $e^{\lambda_{i} t}$ plus possibly the point zero for $0<t<\infty$. The generalized eigenspace of $E(t)$ corresponding to the eigenvalue $z$ is the direct sum of the generalized eigenspaces of $A$ corresponding to all eigenvalues $\lambda$ such that $e^{\lambda t}=z$.

Jörgens proves Theorem 1 in a manner which we shall not discuss here, and then he proves Theorem 2 by using the results that for $t>3 \tau, \sigma[E(t)]-\{0\}$ is discrete, the generalized eigenspaces are finite-dimensional, $\sigma[E(t)]$ has at most an accumulation point at $\lambda=0$, and

$$
\sigma[E(t)]-\{0\}=\left\{e^{\lambda t \mid \lambda \in \sigma[A]\} .}\right.
$$

Theorem 2 provides a general qualitative description of $\sigma[A]$. In the remainder of this article we go beyond this result to consider the existence of eigenvalues in $\sigma[A]$ and of leading or dominant eigenvalues, as defined in the Introduction. In our analysis we shall make considerable use of the semigroup $E(t)$ and its properties. The idea for this is due to Angelescu and Protopopescu ${ }^{7}$ and, of course, Jörgens. ${ }^{2}$

First we consider the existence of points in $\sigma[A]$. The following theorem states that a sufficient condition for this is that there be self-scattering in at least one energy group.

Theorem 3: For at least one energy group $g_{i}$, let there
exist an open set $R \subset D$ such that $\sigma_{g, g}(x, \mu)>0$ for $x \in R$ and $\mu \in[-1,1]$. Then $\sigma[A]$ contains at least one point.

Proof: Let $R_{0}$ be a closed sphere contained in $R$,

$$
\sigma_{t}=\max _{\mathbf{x} \in D} \sigma_{t g_{i}}(\mathbf{x})
$$

and

$$
\sigma_{s}=4 \pi \min _{\substack{x \in R_{0} \\-1 \leqslant \mu \leqslant 1}} \sigma_{g, g_{i}}(x, \mu) .
$$

Then the $g_{i}$ th component $\psi_{g_{i}}(\mathbf{x}, \mathbf{\Omega})$ of the solution of the initial value problem (1)-(3) is greater than or equal to the solution $\psi(\mathbf{x}, \mathbf{\Omega}, \mathrm{t})$ of the problem:

$$
\begin{align*}
& \frac{\partial}{\partial t} \psi=-v_{i} \mathbf{\Omega} \cdot \nabla \psi-v_{t} \sigma_{t} \psi+\frac{v_{i} \sigma_{s}}{4 \pi} \chi_{0}(\mathbf{x}) \int \psi d^{2} \Omega^{\prime}  \tag{4a}\\
& \psi(\mathbf{x}, \mathbf{\Omega}, 0)=h_{g}(\mathbf{x}, \boldsymbol{\Omega}) \chi_{0}(\mathbf{x}), \quad \mathbf{x} \in D  \tag{4b}\\
& \psi(\mathbf{x}, \mathbf{\Omega}, t)=0, \quad \mathbf{x} \in \partial D, \quad \mathbf{\Omega} \cdot \mathbf{n}(\mathbf{x})<0 \tag{4c}
\end{align*}
$$

Here

$$
\chi_{0}(\mathbf{x})= \begin{cases}1, & \mathbf{x} \in R_{0} \\ 0, & \mathbf{x} \in R_{0}\end{cases}
$$

is the characteristic function for $R_{0}$.
Physically, problem (4) corresponds to a one-group, homogeneous self-scattering sphere surrounded by a pure absorber. In the Appendix, we show that if the initial condition is positive on a set of finite measure in $R_{0} \times S$, then there exist constants $a$ and $b, a>0$, such that

$$
\inf _{\mathbf{x} \in D} \int \psi(\mathbf{x}, \mathbf{\Omega}, t) d^{2} \Omega \geqslant a e^{b t}, \quad t \geqslant \tau
$$

Since $\psi$ is (pointwise) less than $\psi_{g}(\mathbf{x}, \boldsymbol{\Omega}, t)$, it follows that

$$
\begin{equation*}
\|\boldsymbol{\psi}\|(t) \geqslant k e^{b t} \tag{5}
\end{equation*}
$$

where $k$ is a positive constant. This shows that $\sigma[A]$ contains a finite point; for, otherwise, $\psi$ would decay faster than any exponential function, and this would contradict Eq. (5). Q.E.D.

Next we show that there can exist problems for which $\sigma[A]$ contains no points.

Theorem 4: If $\Sigma(\mathbf{x}, \mu)=0$, then $\sigma[A]$ is empty.
Proof: $\mathbf{\Sigma}=0$ corresponds to a purely absorbing medium. For any initial value problem (1)-(3), $\psi(\mathbf{x}, \boldsymbol{\Omega}, t)=\mathbf{0}$ for $t>\tau$, and so no solution of the form

$$
\psi(\mathbf{x}, \boldsymbol{\Omega}, t)=e^{\lambda t} \psi_{\lambda}(\mathbf{x}, \boldsymbol{\Omega})
$$

can exist. Hence there can exist no points in $\sigma[A]$. Q.E.D.
By using a similar argument, one can also show that $\sigma[A]$ is empty if all the components of $\Sigma$ on and above the main diagonal are zero.

In Theorem 3 we gave a simple condition for the existence of points in $\sigma[A]$. In the next theorem we show that this condition suffices for the existence of a leading eigenvalue.

Theorem 5: If $\sigma[A]$ is nonempty, then it contains a leading eigenvalue.

Proof: Since $\sigma[A]$ contains a finite eigenvalue $\lambda$, then $E(t)$ contains the nonzero eigenvalue $e^{\lambda t}$ for all $t>0$. Thus, for $t>3 \tau, E(t)$ is positive, completely continuous, and has a point in its spectrum different from zero. A result of Krein
and Rutman ${ }^{8}$ now states that $E(t)$ has a positive eigenvalue $\rho(t)$, not less in magnitude than any other characteristic vector, and to $\rho(t)$ corresponds at least one eigenvector $\psi \in C$.

It follows that $\psi$ is an eigenvector of $A$ corresponding to an eigenvalue $\lambda_{0}$, which satisfies

$$
e^{\lambda_{0} t}=\rho(t)
$$

Since $\rho(t)>0$ for all $t, \lambda_{0}$ must be real. Also, since $\rho(t)$ is not less than the magnitude of any other eigenvalue of $E(t)$, it follows that

$$
\left|e^{\lambda t}\right| \leqslant \rho(t)=e^{\lambda_{0} t}, \quad \lambda \in \sigma[A]
$$

and therefore $\operatorname{Re} \lambda \leqslant \lambda_{0}$ for all $\lambda \in \sigma[A]$. Q.E.D.
The next theorem states, in physical terms, that if the hypothesis of Theorem 5 holds, then a sufficient condition for the leading eigenvalue $\lambda_{0}$ to be dominant is that any neutron which is introduced into the system at any spatial point and in any energy group must have a positive probability of eventually being scattered into any other energy group. This condition is not necessary, as we show in Sec. III.

Theorem 6: Let the hypothesis of Theorem 3 hold. Then $\sigma[A]$ possesses a leading eigenvalue $\lambda_{0}$. This eigenvalue is dominant if the following condition holds: For each point $\mathbf{x}^{*} \in D$ and any two energy groups $g_{1}^{*}, g_{2}^{*}$, there exists a sequence of integers

$$
\begin{aligned}
& g_{1}, g_{2}, \ldots, g_{n}, \quad 1 \leqslant g_{i} \leqslant G \\
& g_{1}=g_{1}^{*}, \quad g_{n}=g_{2}^{*}
\end{aligned}
$$

such that

$$
\sigma_{g, g}\left(\mathbf{x}^{*}, \mu\right)>0
$$

and

$$
\max _{\mathbf{x} \in D} \sigma_{g_{1}, \mid}(x, \mu)>0, \quad 2 \leqslant i \leqslant n-1
$$

Moreover, if these conditions hold, then the eigenfunction $\psi_{\lambda_{i v}}(\mathbf{x}, \Omega)$ is the only nonnegative eigenfunction of $A$.

Proof: Let $\mathbf{h}(\mathbf{x}, \boldsymbol{\Omega}) \in C$, and let us consider the initial value problem (1)-(3) with initial condition $h$.

Since the hypothesis of Theorem 3 holds, there exists a $g_{i}$ and a closed sphere $R_{0} \subset D$ for which $\sigma_{g g_{i}}(x, \mu)>0, \mathbf{x} \in R_{0}$.

By the assumed conditions on $\Sigma$, it is clear that there exists a time $t_{0}, 0 \leqslant t_{0} \leqslant G \tau$, for which $\psi_{g}\left(\mathbf{x}, \boldsymbol{\Omega}, t_{0}\right)$ is positive on a set of positive measure in $R_{0} \times S$. The results of the Appendix imply that

$$
\inf _{\mathbf{x} \in D} \int \psi_{\mathrm{g}}(\mathbf{x}, \boldsymbol{\Omega}, t) d^{2} \Omega>0, \quad t>(G+1) \tau
$$

The $\mathbf{g}_{i}$ th group neutrons thus act as a positive neutron source which, by the assumptions on $\mathbf{\Sigma}$, eventually feed all other groups. This leads to the result

$$
\begin{equation*}
\inf _{\mathbf{x} \in D} \int \psi_{g}(\mathbf{x}, \Omega, t) d^{2} \Omega>m(t)>0, \quad t>2 G \tau \tag{6}
\end{equation*}
$$

It can also be shown that, for $t>2 \tau, \psi(x, \Omega, t)$ is bounded. [In fact, if the initial condition $h(x, \Omega)$ is bounded, then $\psi$ is bounded for $t \geqslant 0$.] The method ${ }^{9}$ is to write $\psi=\Sigma_{n=0}^{\infty} \psi_{n}$, where $\psi_{n}$ are the $n$th collided neutrons, and to show that $\psi_{n}$ is bounded for $n \geqslant 2$. Then, for $t>2 \pi, \psi_{0}=\psi_{1}=0$, and so $\psi$ is bounded. We shall not give the details here. However, this
result implies

$$
\begin{equation*}
\sup _{\substack{\mathbf{x} \in D \\ 1<g<G}} \int \psi_{g}(\mathbf{x}, \Omega, t) d^{2} \Omega<M(t)<\infty, \quad t>2 \pi \tag{7}
\end{equation*}
$$

Equations (2c), (6), and (7) now give, for $t>2 G \tau$,
$v_{8} m(t)\left[\sum_{j=1}^{G} \inf \sigma_{g j}(\mathbf{x}, \mu)\right] \leqslant K \psi_{g}(\mathbf{x}, \Omega, t)$

$$
\leqslant v_{g} M(t)\left[\sum_{j=1}^{G} \sup _{\mu} \sigma_{8 j}(\mathbf{x}, \mu)\right] .
$$

(Here $K \psi_{g}$ is the $g$ th component of $K \psi$, and $1 \leqslant g \leqslant G$.) By the assumptions on $\Sigma$ originally stated in this section, $\inf _{\mu} \sigma_{g j}(\mathbf{x}, \mu)$ and $\sup _{\mu} \sigma_{g j}(\mathbf{x}, \mu)$ are either both zero or both nonzero, for all $g, j$, and $x$. Thus there exists a nonnegative function $\chi_{g}(\mathbf{x})$ which is continuous in each subregion $D_{i}$ and positive constants $\alpha_{g}, \beta_{g}$ such that
$\frac{1}{\beta_{g}}\left[\sum_{j=1}^{G} \sup _{\mu} \sigma_{g j}(\mathbf{x}, \mu)\right] \leqslant \chi_{g}(\mathbf{x}) \leqslant \frac{1}{\alpha_{g}}\left[\sum_{j=1}^{G} \inf \sigma_{g j}(\mathbf{x}, \mu)\right]$,
and hence
$\alpha_{g} v_{g} m(t) \chi_{g}(\mathbf{x}) \leqslant K \psi_{g}(\mathbf{x}, \Omega, t) \leqslant \beta_{g} v_{g} M(t) \chi_{g}(\mathbf{x}), \quad 1 \leqslant g \leqslant G,(8)$ for all $(x, \Omega) \in D \times S$ and $t>2 G \tau$.

Now let

$$
\begin{aligned}
& t_{0}=2 G \tau, \quad t_{1}=t_{0}+\tau \\
& m=\inf _{t_{0} \leqslant t \leqslant t_{1}} m(t), \quad M=\sup _{t_{0} \leqslant t \leqslant t_{1}} M(t) .
\end{aligned}
$$

Then, for $t_{0} \leqslant t \leqslant t_{1}, \psi_{g}(\mathbf{x}, \psi, t)$ is bounded from above and below by

$$
\begin{equation*}
\xi_{g}^{(0)}(\mathbf{x}, \mathbf{\Omega}, t) \leqslant \psi_{g}(\mathbf{x}, \mathbf{\Omega}, t) \leqslant \xi_{g}^{(1)}(\mathbf{x}, \mathbf{\Omega}, t), \tag{9}
\end{equation*}
$$

where $\xi_{g}^{(n)}, n=0,1$, satisfies

$$
\begin{align*}
& \frac{\partial}{\partial t} \xi_{g}^{(n)}+v_{g} \mathbf{\Omega} \cdot \nabla \xi_{g}^{(n)}+v_{g} \sigma_{t g}(\mathbf{x}) \xi_{g}^{(n)}=\gamma^{(n)} \chi_{g}(\mathbf{x})  \tag{10a}\\
& \xi_{g}^{(n)}\left(\mathbf{x}, \mathbf{\Omega}, t_{0}\right)=\psi_{g}\left(\mathbf{x}, \mathbf{\Omega}, t_{0}\right), \quad \mathbf{x} \in D  \tag{10b}\\
& \xi_{g}^{(n)}(\mathbf{x}, \mathbf{\Omega}, t)=0, \quad t>t_{0}, \quad \mathbf{x} \in \partial D, \mathbf{\Omega} \cdot \mathbf{n}<0 \tag{10c}
\end{align*}
$$

and

$$
\begin{align*}
& \gamma^{(0)}=\alpha_{g} v_{g} m,  \tag{11a}\\
& \gamma^{(1)}=\beta_{g} v_{g} M . \tag{11b}
\end{align*}
$$

Solving problem (10) at $t=t_{1}$ gives

$$
\xi_{g}^{(n)}(\mathbf{x}, \mathbf{\Omega})=\gamma^{(n)} \xi_{g}(\mathbf{x}, \mathbf{\Omega})
$$

where

$$
\begin{aligned}
\xi_{g}(\mathbf{x}, \boldsymbol{\Omega})= & \int_{0}^{d(\mathbf{x}, \boldsymbol{\Omega})} \chi_{g}(\mathbf{x}-s \mathbf{\Omega}) \\
& \times \exp \left[-\int_{0}^{s} v_{g} \sigma_{t g}\left(\mathbf{x}-s^{\prime} \mathbf{\Omega}\right) d s^{\prime}\right] d s
\end{aligned}
$$

and where $d(\mathbf{x}, \Omega)$ is the distance from $\mathbf{x}$ to $\partial D$ in the direction of $-\boldsymbol{\Omega}$. Equation (9) becomes at $t=t_{1}$,

$$
\left(\alpha_{g} v_{g} m\right) \xi_{g}(\mathbf{x}, \mathbf{\Omega}) \leqslant \psi_{g}\left(\mathbf{x}, \mathbf{\Omega}, t_{1}\right) \leqslant\left(\beta_{g} v_{g} M\right) \xi_{g}(\mathbf{x}, \mathbf{\Omega}) .
$$

Since $\alpha_{g} v_{g} m>0$ and $\xi_{g} \geqslant 0$, we have shown the following: There exists a vector function $\xi \in C$ such that, for any nonzero function $\mathrm{h} \in C$, there exist positive constants $\alpha$ and $\beta$
such that

$$
\begin{equation*}
\alpha \xi \leqslant E\left(t_{1}\right) \mathbf{h} \leqslant \beta \xi, \tag{12}
\end{equation*}
$$

where the operator $E\left(t_{1}\right)$ is completely continuous. [The inequalities (12), of course, hold componentwise.] Three results of Krasnosel'skii ${ }^{10}$ now imply that $e^{\lambda_{0 t} t}$ is a simple eigenvalue of $E\left(t_{1}\right)$ which is greater than the magnitude of any other eigenvalue and that the corresponding eigenfunction $\psi_{\lambda_{0}}$ is the only eigenfunction of $E\left(t_{1}\right)$ in $C$.

It follows directly that $\lambda_{0}$ is a real simple eigenvalue of $A$ which is strictly greater than the real part of any other eigenvalue of $A$. The corresponding eigenfunction $\psi_{\lambda_{0}}$ is the only eigenfunction of $A$ which lies in the cone $C$, and the initial value problem with initial condition $h=\psi_{\lambda_{0}}$ has the solution

$$
\psi(\mathbf{x}, \boldsymbol{\Omega}, t)=e^{\lambda_{0} t} \psi_{\lambda_{0}}(\mathbf{x}, \boldsymbol{\Omega})
$$

which satisfies Eq. (6). Therefore,

$$
\int \psi_{\lambda_{0}}(\mathbf{x}, \boldsymbol{\Omega}) d^{2} \Omega
$$

is a vector function of $\mathbf{x}$ which is everywhere positive in $D$. This completes the proof of the theorem. Q.E.D.

To illustrate this theorem, we shall consider some simple generic examples. For a homogeneous, two-group medium,

$$
\boldsymbol{\Sigma}=\left(\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right)
$$

does not satisfy the conditions of the theorem because group 2 neutrons cannot scatter into group 1. (In this and all the following examples, the 1's can be replaced by arbitrary positive numbers.) However,

$$
\mathbf{\Sigma}=\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)
$$

does satisfy the conditions of the theorem, as does any $n$ group $\Sigma$ with all positive components. Also, in $G$ groups,

satisfies the conditions of the theorem because after $G-1$ collisions a neutron in any group will scatter through all others.

Now let us consider a two-group region $D$ consisting of two material subregions $D_{1}, D_{2}$, for which

$$
\boldsymbol{\Sigma}_{1}=\left(\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right), \quad \boldsymbol{\Sigma}_{2}=\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)
$$

In $D_{1}$, group 2 neutrons cannot scatter into group 1 . However, any group 2 neutron in $D_{1}$ can be scattered into $D_{2}$, where it can undergo a collision and then be scattered into group 1. Therefore, the conditions of Theorem 6 are met. They are also met for

$$
\boldsymbol{\Sigma}_{1}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad \boldsymbol{\Sigma}_{2}=\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)
$$

but not for

$$
\boldsymbol{\Sigma}_{1}=\left(\begin{array}{ll}
0 & 0 \\
1 & 1
\end{array}\right), \quad \boldsymbol{\Sigma}_{2}=\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)
$$

since a group 1 neutron in $D_{1}$ will stream out of $D$ or be absorbed in $D_{1}$ (but in either case will not be scattered) if it travels along a path which does not intersect $D_{2}$.

The following (and final) theorem provides some simple relationships between the leading eigenvalue of the multigroup operator $A$, defined in Eqs. (2), and the leading eigenvalues of the $G$ one-group operators $A_{g}, 1 \leqslant g \leqslant G$, defined by

$$
\begin{aligned}
A_{g} f(\mathbf{x}, \boldsymbol{\Omega})= & -\mathbf{\Omega} \cdot \nabla v_{g} f(\mathbf{x}, \boldsymbol{\Omega})-v_{g} \sigma_{t g}(\mathbf{x}) f(\mathbf{x}, \boldsymbol{\Omega}) \\
& +v_{g} \int \sigma_{g g}\left(\mathbf{x}, \boldsymbol{\Omega} \cdot \mathbf{\Omega}^{\prime}\right) f\left(\mathbf{x}, \mathbf{\Omega}^{\prime}\right) d^{2} \boldsymbol{\Omega}^{\prime}
\end{aligned}
$$

[These operators are obtained by setting to zero the off-diagonal components of $\boldsymbol{\Sigma}$, yielding a $G$-group diagonal transport operator $A$ ' whose gth diagonal component is the operator $A_{g}$.]

Theorem 7: Let $\lambda_{0}$ be the leading eigenvalue of $A$ and $\lambda_{0 g}$ be the leading eigenvalue of $A_{g}$. (If any one of these operators has no finite spectrum, we define the dominant eigenvalue to be $-\infty$.) Then

$$
\begin{equation*}
\max _{1 \leqslant g \leqslant G} \lambda_{0 g} \leqslant \lambda_{0} \tag{13}
\end{equation*}
$$

Moreover, if $\boldsymbol{\Sigma}$ is a lower triangular matrix, i.e., $\sigma_{i j}=0$ for $i<j$, then

$$
\begin{equation*}
\max _{1 \leqslant g \leqslant G} \lambda_{0 g}=\lambda_{0} \tag{14}
\end{equation*}
$$

Proof: Let $\Sigma^{\prime}$ be the matrix whose diagonal components are equal to those of $\Sigma$ and whose off-diagonal components are zero. Let $A^{\prime}$ be the transport operator $A$ with $\Sigma$ replaced by $\Sigma^{\prime}$. Then the solution $\psi$ of the initial value problem (1)-(3) is greater than or equal to $\psi^{\prime}$, the solution of the same problem but with $\Sigma$ replaced by $\Sigma^{\prime}$, provided the initial condition $h \in C$.

Let $\lambda_{0 k}=\max _{1 \leqslant g \leqslant G} \lambda_{0 g}$, and let $\psi_{\lambda_{11 k}}(\mathbf{x}, \boldsymbol{\Omega})$ be the corresponding eigenfunction. Then the vector $h$ with $\psi_{\lambda_{0 k}}$ as its $\mathbf{k}$ th component and all other components zero is an element of the cone $C$, and the solutions $\psi$ and $\psi^{\prime}$ of the stated initial value problems with this particular $h$ satisfy

$$
\psi_{k}(\mathbf{x}, \boldsymbol{\Omega}, t) \geqslant \psi_{k}^{\prime}(\mathbf{x}, \boldsymbol{\Omega}, t)=e^{\lambda_{1, k} t} \psi_{\lambda_{0 k}}(\mathbf{x}, \boldsymbol{\Omega}) .
$$

Therefore, $\psi_{k}$ (and hence $\psi$ ) decays no faster than $e^{\lambda_{0 k} t}$, and so $\lambda_{0} \geqslant \lambda_{0 k}$.

Next, we let $\Sigma$ be lower triangular. If $\lambda_{0}=-\infty$, then, by Eq. (13), $\lambda_{0 g}=-\infty, 1 \leqslant g \leqslant G$, and so Eq. (14) holds. If $\lambda_{0}$ is finite, let $\psi_{\lambda_{0}}$ be the corresponding eigenfunction in $C$, and let $\psi_{\lambda_{0} k}$ be its first nonzero component. Then $\psi_{\lambda_{0} k} \geqslant 0$, and since $\Sigma$ is lower triangular, $\lambda_{0}$ is the dominant eigenvalue (and $\psi_{\lambda_{0} k}$ the corresponding eigenfunction) of the operator $A_{k}$. Thus, $\lambda_{0}=\lambda_{0 k}$, and Eq. (14) then follows from Eq. (13). Q.E.D.

## III. EXAMPLES

Here we present some simple examples to show that if the conditions of Theorem 6 are not met, then a dominant
eigenvalue $\lambda_{0}$ need not exist, i.e., $\lambda_{0}$ need not be simple and its eigenfunction(s) need not be positive. On the other hand, we also show that if these conditions are not met, then a dominant eigenvalue $\lambda_{0}$ can exist.

Let $D$ be a finite convex domain, and let $\lambda_{0}$ be the dominant eigenvalue and $\psi_{\lambda_{0}}$ the corresponding eigenfunction of the one-group transport operator

$$
\begin{aligned}
A_{1} \psi(\mathbf{x}, \boldsymbol{\Omega})= & -\boldsymbol{\Omega} \cdot \nabla \psi(\mathbf{x}, \boldsymbol{\Omega})-\psi(\mathbf{x}, \boldsymbol{\Omega})+\frac{c}{4 \pi} \\
& \times \int \psi\left(\mathbf{x}, \boldsymbol{\Omega}^{\prime}\right) d^{2} \boldsymbol{\Omega}^{\prime}
\end{aligned}
$$

with vacuum boundary conditions. Let $A$ be the two-group operator

$$
\begin{aligned}
A\left[\begin{array}{l}
\psi_{1}(\mathbf{x}, \boldsymbol{\Omega}) \\
\psi_{2}(\mathbf{x}, \boldsymbol{\Omega})
\end{array}\right]= & -(\boldsymbol{\Omega} \cdot \nabla)\left[\begin{array}{l}
\psi_{1}(\mathbf{x}, \boldsymbol{\Omega}) \\
\psi_{2}(\mathbf{x}, \boldsymbol{\Omega})
\end{array}\right]-\left[\begin{array}{l}
\psi_{1}(\mathbf{x}, \boldsymbol{\Omega}) \\
\psi_{2}(\mathbf{x}, \boldsymbol{\Omega})
\end{array}\right] \\
& +\frac{1}{4 \pi}\left(\begin{array}{ll}
c_{11} & c_{12} \\
c_{21} & c_{22}
\end{array}\right) \int\left[\begin{array}{l}
\psi_{1}\left(\mathbf{x}, \boldsymbol{\Omega}^{\prime}\right) \\
\psi_{2}\left(\mathbf{x}, \boldsymbol{\Omega}^{\prime}\right)
\end{array}\right] d^{2} \Omega^{\prime},
\end{aligned}
$$

defined in $D$, also with vacuum boundary conditions.
First let us take

$$
\left(\begin{array}{ll}
c_{11} & c_{12} \\
c_{21} & c_{22}
\end{array}\right)=\left(\begin{array}{ll}
a & 0 \\
b & c
\end{array}\right)
$$

Then $A$ corresponds to a slowing down medium, for which the scattering matrix $\Sigma$ is commonly lower triangular. Here (and for all lower triangular $\mathbf{\Sigma}$ ) the conditions of Theorem 6 are not met because group 2 neutrons cannot scatter into group 1 .

If $a \leqslant c$, then the dominant eigenvalue of $A$ is $\lambda_{0}$, with the nonpositive eigenfunction

$$
\psi_{\lambda_{v}}=\binom{0}{\psi_{\lambda_{v}}}
$$

If $a=c$, then the dominant eigenvalue of $A$ is still $\lambda_{0}$, but the generalized eigenspace is now two-dimensional. This space is spanned by

$$
\psi_{\lambda_{4}}=\binom{0}{\psi_{\lambda_{0}}} \quad \text { and } \quad \psi_{\lambda_{0}}^{(1)}=\binom{\psi_{\lambda_{0}}}{b f}
$$

where $f(\mathbf{x}, \mathbf{\Omega})$ is any solution of the problem

$$
\left(\lambda_{0} I-A_{1}\right) f=-(I-P) \frac{1}{4 \pi} \int \psi_{\lambda_{0}} d^{2} \Omega^{\prime}
$$

and where $P$ is the projection operator

$$
P g(\mathbf{x}, \boldsymbol{\Omega})=\psi_{\lambda_{n}}(\mathbf{x}, \boldsymbol{\Omega}) \frac{\int \psi_{\lambda_{n}}^{*}\left(\mathbf{x}^{\prime}, \boldsymbol{\Omega}^{\prime}\right) g\left(\mathbf{x}^{\prime}, \boldsymbol{\Omega}^{\prime}\right) d^{2} \Omega^{\prime} d^{3} x^{\prime}}{\int \psi_{\lambda_{n}}^{*}\left(\mathbf{x}^{\prime}, \boldsymbol{\Omega}^{\prime}\right) \psi_{\lambda_{s}}\left(\mathbf{x}^{\prime}, \boldsymbol{\Omega}^{\prime}\right) d^{2} \Omega^{\prime} d^{3} x^{\prime}}
$$

For $b>0$, only $\psi_{\lambda_{0}}$ is an eigenfunction; $\psi_{\lambda_{0}}^{(1)}$ is a generalized eigenfunction satisfying $\left(\lambda_{0} I-A\right) \psi_{\lambda_{0}}^{(1)}=b a_{0} \psi_{\lambda_{0}}$, where $a_{0}$ is a constant. It is clear that $\psi_{\lambda_{1}}$ is nonpositive, but little can be said about the positivity of $\boldsymbol{\psi}_{\lambda_{n}}^{(1)}$.

Now let us take

$$
\left(\begin{array}{ll}
c_{11} & c_{12} \\
c_{21} & c_{22}
\end{array}\right)=\left(\begin{array}{ll}
c & 0 \\
a & b
\end{array}\right)
$$

with $0<a$ and $0 \leqslant b<c$. Again, the conditions of Theorem 6 are not met, but now $A$ does possess the dominant eigenvalue
$\lambda_{0}$, with eigenfunction
$\psi_{\lambda_{0}}=\binom{\psi_{\lambda_{0}}}{\xi}$,
where $\xi$ satisfies the equation

$$
\begin{aligned}
\left(\lambda_{0}-A_{2}\right) \xi(\mathbf{x}, \mathbf{\Omega}) & =\mathbf{\Omega} \cdot \nabla \xi+\left(1+\lambda_{0}\right) \xi-\frac{b}{4 \pi} \int \xi d^{2} \Omega^{\prime} \\
& =\frac{a}{4 \pi} \int \psi_{\lambda_{0}} d^{2} \Omega^{\prime}
\end{aligned}
$$

with vacuum boundary conditions. Since $b<c$, the operator acting on $\xi$ corresponds to a subcritical medium, and since $\int \psi_{\lambda} d^{2} \Omega^{\prime}>0$, the "source" driving $\xi$ is positive. Hence $\xi$ exists and is positive, except, of course, on the boundary for incident directions, and thus this is also true for $\psi_{\lambda_{0}}$.

## APPENDIX

In this appendix we prove two lemmas pertaining to the analysis in Sec. II. Lemma 1 is required for the proof of Lemma 2, and Lemma 2 is used directly in the proofs of Theorems 5 and 6 in Sec. II. The lemmas are:

Lemma 1: The one-group transport operator $A$ for a homogeneous, isotropically scattering sphere $R_{0}$ has a real eigenvalue $\lambda_{0}$, to which corresponds an eigenfunction $\psi_{\lambda_{n}}(\mathbf{x}, \boldsymbol{\Omega})$ satisfying
(a) $\psi_{\lambda_{0}}$ is continuous and bounded in $\bar{R}_{0} \times S$,
(b) $\inf _{\mathbf{x} \in R_{0}} \int \psi_{\lambda_{0}}(\mathbf{x} . \boldsymbol{\Omega}) d^{2} \Omega>0$,
(c) $\psi_{\lambda_{0}}(\mathbf{x}, \boldsymbol{\Omega})>0$ for all $\mathbf{x}, \boldsymbol{\Omega}$ such that $(\mathbf{x}-\epsilon \boldsymbol{\Omega}) \in R_{0}$ for some $\epsilon>0$.

Lemma 2: Let $D$ be the convex domain described in Sec. II, and let $\sigma_{i}(\mathbf{x}), \sigma_{s}(\mathbf{x})$ be nonnegative, piecewise continuous functions of $\mathbf{x}$ with $\sigma_{s}(\mathbf{x})>0$ on a set $D_{0} \subset D$ of positive measure. Let $\psi$ be the solution of the problem
$\frac{\partial}{\partial t} \psi=A \psi$,

$$
\begin{aligned}
& A f(\mathbf{x}, \boldsymbol{\Omega})=-v \boldsymbol{\Omega} \cdot \nabla f(\mathbf{x}, \boldsymbol{\Omega})-v \sigma_{t}(\mathbf{x}) f(\mathbf{x}, \boldsymbol{\Omega}) \\
&+\frac{v \sigma_{s}(\mathbf{x})}{4 \pi} \int f\left(\mathbf{x}, \mathbf{\Omega}^{\prime}\right) d^{2} \Omega^{\prime}, \\
& \psi(\mathbf{x}, \mathbf{\Omega}, 0)= h(\mathbf{x}, \boldsymbol{\Omega}), \\
& \psi(\mathbf{x}, \boldsymbol{\Omega}, t)=0, \quad \mathbf{x} \in \partial D, \boldsymbol{\Omega} \cdot \mathbf{n}<0,
\end{aligned}
$$

where $h$ is nonnegative in $D \times S$ and positive on a set of positive measure in $D_{0} \times S$. Then there exists a positive constant $a$ and a real constant $b$ such that

$$
\inf _{\mathbf{x} \in D} \int \psi(\mathbf{x}, \mathbf{\Omega}, t) d^{2} \Omega>a e^{b t}, \quad t \geqslant 3 \tau
$$

Proof of Lemma 1: Van Norton ${ }^{3}$ has shown that $A$ possesses an infinite number of real eigenvalues. Thus by Theorem 3 (Sec. 2), $A$ possesses a real eigenvalue $\lambda_{0}$, to which there corresponds a nonnegative eigenfunction $\psi_{\lambda_{0}}$. Since the sphere is homogeneous, $\psi_{\lambda_{0}}$ is continuous ${ }^{2}$ and hence bounded. The scalar flux

$$
\rho_{\lambda_{0}}(\mathbf{x})=\int \psi_{\lambda_{0}}(\mathbf{x}, \mathbf{\Omega}) d^{2} \Omega
$$

is nonnegative and satisfies an integral equation with an ev-
erywhere positive kernel ${ }^{3}$; hence,

$$
\inf _{\mathbf{x} \in R_{0}} \rho_{\lambda_{0}}(\mathbf{x})>0 .
$$

Finally, let $\sigma_{t}$ and $\sigma_{s}$ be the (constant) total and scattering cross sections, and $d(\mathbf{x}, \boldsymbol{\Omega})$ denote the distance from $\mathbf{x}$ to $\partial R_{0}$ in the direction of $-\boldsymbol{\Omega}$. Then

$$
\psi(\mathbf{x}, \mathbf{\Omega})=\int_{0}^{d(\mathbf{x}, \boldsymbol{\Omega})} e^{-\left(v \sigma_{t}+\lambda_{0}\right) s} \frac{\sigma_{s}}{4 \pi} \rho(\mathbf{x}-s \boldsymbol{\Omega}) d s
$$

and thus $\psi>0$ for all $(\mathbf{x}, \boldsymbol{\Omega})$ such that $d(\mathbf{x}, \mathbf{\Omega})>0$. This completes the proof of the lemma.

Proof of Lemma 2: Functions in $B=L_{2}(D \times S)$ belong to equivalence classes, i.e., $\psi_{1}$ and $\psi_{2}$ are in the same equivalence class if $\left\|\psi_{1}-\psi_{2}\right\|=0$. This means that $\psi_{1}(\mathbf{x}, \boldsymbol{\Omega})=\psi_{2}(\mathbf{x}, \boldsymbol{\Omega})$ for all $(\mathbf{x}, \boldsymbol{\Omega}) \in D \times S$, except for a set of measure zero.

Consider an initial value problem for the transport operator $A$, with two initial conditions $h_{1}$ and $h_{2}$ in the same equivalence class. Let the solutions be $\psi_{1}$ and $\psi_{2}$. Then $\psi_{i}=E(t) h_{i}, i=1,2$, and so

$$
\psi_{1}-\psi_{2}=E(t)\left(h_{1}-h_{2}\right),
$$

whose $h_{1}-h_{2}=0$, except for a set of measure zero.
For $t>3 \tau, E(t)$ is completely continuous, and hence is an integral operator. ${ }^{2}$ Since an integral operator acting on a function which is zero (except for a set of measure zero) is zero, it follows that

$$
\psi_{1}(\mathbf{x}, \boldsymbol{\Omega})=\psi_{2}(\mathbf{x}, \boldsymbol{\Omega}), \quad(\mathbf{x}, \boldsymbol{\Omega}) \in D \times S, \quad t>3 \tau .
$$

Now let us turn to the problem at hand. By the above remarks, we can assume $h>0$ on an open set in $D_{0} \times S$. We write

$$
\psi=\psi_{0}+\widehat{\Psi}
$$

where $\psi_{0}$ are the uncollided neutrons. Since the source which feeds $\widehat{\Psi}$ is isotropic, there exists a sphere $R_{0} \subset D_{0}$ and a (small) time $t_{0}$ for which

$$
\inf _{\substack{\mathbf{x} \in R_{\mathrm{o}} \\|\boldsymbol{\Omega}|=1}} \widehat{\Psi}\left(\mathbf{x}, \mathbf{\Omega}, t_{0}\right) \geqslant m_{0}>0
$$

Now let $z_{0}$ and $\tilde{\psi}_{z_{0}}(\mathbf{x}, \boldsymbol{\Omega})$ be the dominant eigenvalue and eigenfunction, described in Lemma 1, for the following transport operator $\mathscr{A}_{0}$, defined on the sphere $R_{0}$ :

$$
\begin{aligned}
& \mathscr{A}_{0} f(\mathbf{x}, \mathbf{\Omega})=-v \boldsymbol{\Omega} \cdot \nabla f(\mathbf{x}, \boldsymbol{\Omega})-v \sigma_{t} f(\mathbf{x}, \mathbf{\Omega})+\frac{v \sigma_{s}}{4 \pi} \\
& \times \int f\left(\mathbf{x}, \mathbf{\Omega}^{\prime}\right) d^{2} \Omega^{\prime}, \quad \mathbf{x} \in R_{0}, \\
& \sigma_{t}=\sup _{\mathbf{x} \in D} \sigma_{t}(\mathbf{x}), \quad \sigma_{s}=\inf _{\mathbf{x} \in R_{0}} \sigma_{s}(\mathbf{x}) .
\end{aligned}
$$

Since $\tilde{\psi}_{z_{0}}$ is bounded, there exists a positive constant $m_{1}$ such that $m_{0}>m_{1} \tilde{\psi}_{z_{0}}(\mathbf{x}, \boldsymbol{\Omega}), \mathbf{x} \in R_{0}$. Then by Eq. (A1),

$$
\widehat{\Psi}\left(\mathbf{x}, \boldsymbol{\Omega}, t_{0}\right) \geqslant m_{1} \tilde{\psi}_{z_{0}}(\mathbf{x}, \boldsymbol{\Omega}), \quad \mathbf{x} \in R_{0} .
$$

Therefore,

$$
\widehat{\Psi}(\mathbf{x}, \mathbf{\Omega}, t) \geqslant \Psi(\mathbf{x}, \mathbf{\Omega}, t), \quad \mathbf{x} \in D, t \geqslant t_{0}
$$

where $\Psi$ is the solution of the problem

$$
\frac{\partial}{\partial t} \Psi=\mathscr{A} \Psi, \quad \mathbf{x} \in D, t \geqslant t_{0}
$$

$$
\begin{aligned}
& \mathscr{A} f(\mathbf{x}, \mathbf{\Omega})=-v \mathbf{\Omega} \cdot \nabla f(\mathbf{x}, \boldsymbol{\Omega})-v \sigma_{t} f(\mathbf{x}, \mathbf{\Omega}) \\
&+\frac{v \sigma_{s} \chi_{0}(\mathbf{x})}{4 \pi} \int f\left(\mathbf{x}, \mathbf{\Omega}^{\prime}\right) d^{2} \Omega^{\prime}, \\
& \psi\left(\mathbf{x}, \boldsymbol{\Omega}, t_{0}\right)= n_{1} \widetilde{\psi}_{z_{n}}(\mathbf{x}, \boldsymbol{\Omega}) \chi_{0}(\mathbf{x}), \quad \mathbf{x} \in D \\
& \psi(\mathbf{x}, \mathbf{\Omega}, t)=0, \quad \mathbf{x} \in \partial D, \boldsymbol{\Omega} \cdot \mathbf{n}<0, t \geqslant t_{0},
\end{aligned}
$$

and where $\chi_{0}(x)$ is the characteristic function for $R_{0}$ :

$$
\chi_{0}(\mathbf{x})= \begin{cases}1, & \mathbf{x} \in R_{0}, \\ 0, & \mathbf{x} \notin R_{0} .\end{cases}
$$

In this problem, $D$ consists of a homogeneous, self-scattering sphere $R_{0}$ surrounded by a pure absorber. For $\mathbf{x} \in R_{0}$, we have by construction

$$
\psi(\mathbf{x}, \mathbf{\Omega}, t)=m_{1} \tilde{\psi}_{z_{0}}(\mathbf{x}, \boldsymbol{\Omega}) e^{z_{0} t} .
$$

For $\mathbf{x} \notin R_{0}, \psi$ can be constructed by tracing characteristics. If $\boldsymbol{\Omega}$ is such that the line $\mathbf{x}-s \boldsymbol{\Omega}, s>0$, does not intersect $\boldsymbol{R}_{0}$, then $\psi(\mathbf{x}, \boldsymbol{\Omega}, t)=0$. If the line $\mathbf{x}-s \boldsymbol{\Omega}$, does intersect $R_{0}$, and if $d_{0}(\mathbf{x}, \boldsymbol{\Omega})$ is the minimum value of $s$ for which $\mathbf{x}-s \boldsymbol{\Omega}$, intersects $\partial R_{0}$ (the surface of $R_{0}$ ), then $\psi(\mathbf{x}, \mathbf{\Omega}, t)=0$ for $t_{0} \leqslant t<t_{0}+v^{-1} d_{0}(\mathbf{x}, \boldsymbol{\Omega})$, while, for $t \geqslant t_{0}+v^{-1} d_{0}(\mathbf{x}, \boldsymbol{\Omega})$, we get

$$
\begin{align*}
\psi(\mathbf{x}, \boldsymbol{\Omega}, t)= & m_{1}\left\{\exp \left[-\left(\sigma_{t}+\frac{z_{0}}{v}\right) d_{0}(\mathbf{x}, \boldsymbol{\Omega})\right]\right. \\
& \left.\times \widetilde{\psi}_{z_{0}}\left[\mathbf{x}-d_{0}(\mathbf{x}, \boldsymbol{\Omega}) \boldsymbol{\Omega}, \boldsymbol{\Omega}\right]\right\} e^{\lambda_{0} t} . \tag{A2}
\end{align*}
$$

Therefore, for $t>t_{0}+\tau$, we can write

$$
\begin{equation*}
\psi(\mathbf{x}, \boldsymbol{\Omega}, t)=m_{1} \psi_{z_{0}}(\mathbf{x} . \boldsymbol{\Omega}) e^{z_{0} t}, \tag{A3}
\end{equation*}
$$

where $\psi_{z_{0}}=\tilde{\psi}_{z_{0}}$ for $\mathbf{x} \in R_{0}$ and for $\mathbf{x} \notin R_{0}, \psi_{z_{0}}$ is either zero or defined by the term in braces in Eq. (A2), depending on whether the line $\mathbf{x}-s \boldsymbol{\Omega}, s>0$, intersects $R_{0}$.

For any $\mathbf{x} \in D$, there exists a nonempty sector of $S$ for which $\psi_{z_{0}}(\mathbf{x} . \boldsymbol{\Omega})>0$. Therefore,

$$
\inf _{\mathbf{x} \in D} \int \psi_{z_{0}}(\mathbf{x}, \boldsymbol{\Omega}) d^{2} \Omega=m_{2}>0,
$$

and so Eq. (A3) gives

$$
\inf _{\mathbf{x} \in D} \int \Psi(\mathbf{x}, \Omega, t) d^{2} \Omega \geqslant m_{1} m_{2} e^{z_{0} t}, \quad t>2 \tau
$$

and since $\psi=\psi_{0}+\hat{\Psi}_{\geqslant} \Psi$, it follows that $\inf _{\mathbf{x} \in D} \int \psi(\mathbf{x}, \Omega, t) d^{2} \Omega \geqslant m_{1} m_{2} e^{z_{0} t}, \quad t>2 \tau$,
This completes the proof of the lemma. Q.E.D.
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#### Abstract

Existence of quantum field theory is considered for the four-dimensional $\varphi^{3}$ model. The mathematical tool of contraction mapping principle is used to investigate the question of existence of solution for the infinite system of coupled equations for the Green functions of the theory in the Euclidean region. Formulation of the problem for this model with one divergent part is interesting in itself and provides the first attempt towards the study of other renormalizable quantum field theory models with an infinite number of divergent graphs. For sufficiently small values of coupling constant, the theory has a unique solution for the truncated system of equations for the Green functions. However, for the complete, infinite set of equations, the Banach fixed point theorem admits a solution only when the coupling constant tends to zero. Possible reasons for such a result are discussed.


## 1. INTRODUCTION

A question of fundamental importance in quantum field theory is the existence of exact, nonperturbative solutions for the Green functions. In fact, even with the renormalization procedure and the remarkable experimental success of quantum electrodynamics with the perturbation expansion, still one does not know whether the set of equations describing the theory is self-consistent and whether an exact solution, in principle, exists. These problems, however, are highly nontrivial and, therefore, any partial result in any other field theory models is of great interest. In this work we confine ourselves to this question for the first nontrivial model in quantum field theory with divergence-the fourdimensional $\varphi^{3}$ theory. The characteristic of such a theory is that it is super-renormalizable, i.e., has only one (self-energy) divergent diagram. We shall exploit the powerful mathematical technique of principle of contraction mapping or Banach's fixed point theorem ${ }^{1}$ and try to find conditions under which the full, as well as the truncated, system of coupled chain of equations for the vertex functions of four-dimensional $(\lambda / 3) \varphi^{3}$ theory has solution in Euclidean region of variables. ${ }^{2}$ In doing so, however, we find that while the truncated system has a unique solution for sufficiently small values of coupling constant $\lambda$, the complete set of equations for the Green functions has a solution only if the coupling constant of the theory $\lambda$ tends to zero. Possible reasons for this result may be the majorization of the integrals and the estimates of the inequalities which appear and/or the definition of norms for different functions. On the other hand, it is known that such field theories as $(\lambda / 3) \varphi^{3}$ have zero radius of convergence in $\lambda$, so that it could appear very hard to use the contraction mapping method, however the norms are altered, to make such an iterative solution well-defined. Thus it might be interesting to indicate how other fixed point approaches such as topological degree ${ }^{3,4}$ may be of value for
such problems. In fact, this method has been preliminarily discussed in the field theory context. ${ }^{5}$ A more detailed analysis of these points is apparently necessary and very important to carry out. In particular, some good reason, such as a counterexample, could be looked for in order to rule out the possible expectation that contraction mapping will always fail whenever there is zero radius of convergence of the iterative solution.

The methods of functional analysis have been previously used to discuss the existence of solutions of equations in different branches of theoretical physics. ${ }^{6-10}$ In this approach an equation is considered as an operator equation in the Banach space. Such a method has been first suggested and applied to the equations of statistical physics by Bogoliubov et $a l .{ }^{6}$ Subsequently, this approach was applied to different nonlinear equations: to the Chew-Low equations, ${ }^{7}$ to the equations for the $\pi$ scattering off a static nucleon, ${ }^{8}$ to the dispersion relations, ${ }^{9}$ and to the equations for the Green functions of the $\varphi^{3}$ theory. ${ }^{10}$ In Ref. 10 the equation for the two-dimensional $\varphi^{3}$ model were considered, and it was established that Banach's fixed point theorem ${ }^{1}$ allows the existence of solutions only for the zero coupling constant. The present work is one step towards a realistic model in four dimensions. Here the occurence of the divergence and its extraction and separation from the quantities which enter the coupled equations is an interesting technical problem and necessary for treating any renormalizable quantum field theory with divergences.

Section 2 contains the derivation of infinite set of coupled nonlinear integral equations for the Green functions from the properties of Feynman diagrams. In Sec. 3 principle of contraction mapping is introduced and exploited for our problem. Section 4 deals with the final results concerning the conditions for existence of solution for Green functions. In Appendix A we give the analytical derivation of

a)

b)

c)

d)

FIG. 1. Graphical relations between the vertex function $F_{n}$ which is the sum of all one-particle irreducible diagrams and the function $L_{n}$ which is the sum of all connected diagrams.
infinite set of coupled equations for $\varphi^{3}$ theory from the Schwinger equation in functional derivatives. Appendix B contains the derivation of some inequatities for the integrals used in Sec. 3 .

## 2. DERIVATION OF THE SET OF COUPLED NONLINEAR INTEGRAL EQUATIONS FOR THE GREEN FUNCTIONS OF THE $\varphi^{3}$ THEORY

Let us consider the model described by the interaction Lagrangian

$$
\mathscr{L}_{\mathrm{int}}=\frac{\lambda}{3} \varphi^{3},
$$

where $\lambda$ is the coupling constant, $\varphi$-scalar field with mass $m$.
Usually, the coupled system of equations is derived analytically using variational derivatives with respect to external sources. ${ }^{11,12}$ Here, we give a transparent derivation of these equations based on the properties of Feynman diagrams. ${ }^{13}$

The vertex function $F_{n}\left(x_{0}, \ldots, x_{n}\right)$ is the sum of all oneparticle irreducible diagrams with $n+1$ external lines. To obtain the coupled system of equations for $F_{n}$, we introduce the functions $L_{n}$. The function $L_{n}\left(x, y ; z_{1}, \ldots, z_{n}\right)$ is the sum of all connected diagrams with the following property: if by removing one line the diagram becomes disconnected, then the vertices $x$ and $y$ appear in different parts of the diagram.

One can see that in $\varphi^{3}$ theory each one-particle irreducible diagram can be built out of diagrams of sort $L$, as shown in Fig. 1a. Conversely, each diagram of type $L$ can be built out of one-particle irreducible diagrams and diagrams of type $L$ in one of the ways depicted in Figs. 1b, 1c, and 1d.

These relations among the diagrams bring to the coupled system of equations for the functions $\widetilde{F}_{n}$ and $\widetilde{L}_{n}$ defined as

$$
\begin{aligned}
& \widetilde{F}_{n}\left(q_{1}, \ldots, q_{n}\right) \\
& \quad=\int \exp \left(i \sum_{i=1}^{n} q_{i} x_{i}\right) F_{n}\left(0, x_{1}, \ldots, x_{n}\right) d x_{1} \cdots d x_{n}, \\
& \widetilde{L}_{n}\left(p ; q_{1}, \ldots, q_{n}\right) \\
& \quad=\int \exp \left[i\left(\sum_{i=1}^{n} q_{i} x_{i}+p y\right)\right] L_{n}\left(0, y ; x_{1}, \ldots, x_{n}\right) \\
& \quad \times d y d x_{1} \cdots d x_{n} .
\end{aligned}
$$

As seen from Figs. 1b, 1c, and 1d, it is convenient to introduce for all $n \geqslant 0$ the function $B_{n}$

$$
\begin{align*}
B_{n}\left(p ; q_{1}, \ldots, q_{n}\right)= & \sum_{k=0}^{n} \rho\left(\frac{q_{1}, \ldots, q_{k}}{q_{k}+1, \ldots, q_{n}}\right) \\
& \times \frac{\widetilde{F}_{k+1}\left(-p-\Sigma_{i=1}^{k} q_{i}, q_{1}, \ldots, q_{k}\right)}{\left[\left(p+\Sigma_{i=1}^{k} q_{i}\right)^{2}+m^{2}\right]} \\
& \times \widetilde{L}_{n-k}\left(p+\sum_{i=1}^{k} q_{i} ; q_{k+1}, \ldots, q_{n}\right), \tag{2.1}
\end{align*}
$$

and for $n \geqslant 1,1 \leqslant k \leqslant n$, to introduce $D_{n k}$

$$
\begin{align*}
D_{n k}\left(p ; q_{1}, \ldots, q_{n}\right)= & \frac{2 \lambda}{\left(p+q_{k}\right)^{2}+m^{2}} \\
& \times \widetilde{L}_{n-1}\left(p+q_{k} ; q_{1}, \ldots, q_{k-1} ; q_{k+1}, \ldots, q_{n}\right) . \tag{2.2}
\end{align*}
$$

Here $\rho\left(q_{1}, \ldots, q_{n} / q_{k+1}, \ldots, q_{n}\right)$ means summation over all the divisions of variables $q_{1}, \ldots, q_{n}$ into two groups with $k$ and ( $n-k$ ) elements. Graphical representations corresponding to $B_{n}$ and $D_{n k}$ are shown in Figs. 2.

Now the relations given in Figs. 1a-1d among the diagrams of the $\varphi^{3}$ model can be presented in the form of following equations:

$$
\begin{align*}
& \widetilde{L}_{n}\left(p ; q_{1}, \ldots, q_{n}\right) \\
&= \widetilde{F}_{n+1}\left(-p-\sum_{i=1}^{n} q_{i}, q_{1}, \ldots, q_{n}\right)+B_{n}\left(p ; q_{1}, \ldots, q_{n}\right) \\
&+\sum_{k=1}^{n} D_{n k}\left(p ; q_{1}, \ldots, q_{n}\right) \tag{2.3}
\end{align*}
$$

for $n \geqslant 2$, and

$$
\begin{align*}
& \widetilde{L}_{1}(p ; q)=\widetilde{F}_{2}(-p-q, q)+B_{1}(p ; q)+D_{11}(p ; q)+2 \lambda,(2.4) \\
& \widetilde{L}_{0}(p)=\widetilde{F}_{1}(p)+B_{0}(p)  \tag{2.5}\\
& \widetilde{\widetilde{F}}_{n}\left(q_{1}, \ldots, q_{n}\right) \\
& \quad=\frac{\lambda}{(2 \pi)^{4}} \int \frac{d^{4} p}{\left(p^{2}+m^{2}\right)\left[\left(p+\Sigma_{i=1}^{n} q_{i}\right)^{2}+m^{2}\right]} \\
& \quad \times\left[\widetilde{F}_{n+1}\left(-p-\sum_{i=1}^{n} q_{i}, q_{1}, \ldots, q_{n}\right)+B_{n}\left(p ; q_{1}, \ldots, q_{n}\right)\right. \\
& \left.\quad+\sum_{k=1}^{n} D_{n k}\left(p ; q_{1}, \ldots, q_{n}\right)\right] \tag{2.6}
\end{align*}
$$

for $n \geqslant 2$, and

$$
\begin{aligned}
\widetilde{F}_{1}(q)= & \frac{\lambda}{(2 \pi)^{4}} \int \frac{d^{4} p}{\left(p^{2}+m^{2}\right)\left[(p+q)^{2}+m^{2}\right]} \\
& \times\left\{B_{1}(p ; q)+D_{11}(p ; q)\right\}+\frac{2 \lambda^{2}}{(2 \pi)^{4}} \int \frac{d^{4} p}{p^{2}+m^{2}}
\end{aligned}
$$

FIG. 2. Graphical representation for the relations of introduced functions $B_{n}$ and $D_{n k}$ with $F_{n}$ and $L_{n}$.

$$
\begin{equation*}
\times\left[\frac{1}{(p+q)^{2}+m^{2}}-\frac{1}{p^{2}+m^{2}}\right]+\mu(\lambda) \tag{2.7}
\end{equation*}
$$

The function $\widetilde{F}_{1}$ coincides with the mass operator. Thus in Eq. (2.7) subtraction is performed. As seen, the introduction of functions $B_{n}$ and $D_{n k}$ allowed us to separate in Eq. (2.7) the term corresponding to the only divergent diagram of $\varphi^{3}$ theory. The term $\mu(\lambda)$ corresponds to the finite renormalization of mass.

Let us recall that we are considering the functions $\widetilde{F}_{n}$, $\widetilde{L_{n}}, B_{n}$, and $D_{n k}$ in the Euclidean region of the variables. The continuation to Euclidean region is done by means of a Wick rotation. ${ }^{14}$ Thus the internal propagators $1 /\left(p^{2}+m^{2}\right)$, which enter our expressions, do not have singularities.

## 3. PRINCIPLE OF CONTRACTION MAPPING (OR BANACH'S FIXED POINT THEOREM) AND ITS USE FOR OUR PROBLEM

The system of equations (2.1)-(2.7) can be written in the form

$$
\varphi=A \varphi
$$

where $\varphi$ is the set of functions $\widetilde{F}_{n}, \widetilde{L}_{n}, B_{n}, D_{n k}$ and $A$ is a nonlinear operator in the space of functions $\varphi$. This allows us to investigate the question of existence and uniqueness of the solution of system (2.1)-(2.7) with the help of the contraction mapping principle or Banach's fixed point theorem (see, e.g., Ref. 1). According to this principle, the equation $A \varphi=\varphi$ has a unique solution inside a sphere of radius $R$ in the Banach space $\|\varphi\| \leqslant R$, if there exists a real number $\kappa$ with $0 \leqslant \kappa<1$, such that for all the elements $\varphi_{1}$ and $\varphi_{2}$ of the Banach space (i.e., $\left\|\varphi_{1}\right\| \leqslant R$ and $\left\|\varphi_{2}\right\| \leqslant R$ ) the following conditions are fulfilled:
$\left\|A \varphi_{1}\right\| \leqslant R, \quad\left\|A \varphi_{2}\right\| \leqslant R$
$\left\|A \varphi_{1}-A \varphi_{2}\right\| \leqslant \kappa\left\|\varphi_{1}-\varphi_{2}\right\|$.

In order to use the contraction mapping principle to the system (2.1)-(2.7), let us introduce our norm as ${ }^{6}$
$\|\varphi\|=\max \left\{\sup _{n}\left\|\widetilde{F}_{n}\right\|, \sup _{n}\left\|\widetilde{L}_{n}\right\|, \sup _{n}\left\|B_{n}\right\|, \sup _{n, k}\left\|D_{n k}\right\|\right\}$, where
$\left\|\widetilde{F}_{n}\right\|=f_{n}^{-1} \sup \left|\frac{1}{m^{3}}\left(\left|\sum_{i=1}^{n} q_{i}\right|+m\right) \widetilde{F}_{n}\left(q_{1}, \ldots, q_{n}\right)\right|$ for $n \geqslant 2$,
$\left\|\widetilde{F}_{l}\right\|=f_{l}^{-1} \sup \left|\frac{\left|q_{1}\right|+m}{m\left(q_{1}^{2}+m^{2}\right)} \widetilde{F}_{1}\left(q_{1}\right)\right|$,
$\left\|\widetilde{L_{n}}\right\|=l_{n}^{-1} \sup \left|\frac{1}{m^{2}} \widetilde{L_{n}}\left(p ; q_{1}, \ldots, q_{n}\right)\right|$ for $n \geqslant 1$,
$\left\|\widetilde{L}_{0}\right\|=l_{0}^{-1} \sup \left|\frac{|p|+m}{m\left(p^{2}+m^{2}\right)} \widetilde{L}_{0}(p)\right|$,
$\left\|B_{n}\right\|=b_{n}^{-1} \sup \left|\frac{|p|+m}{m^{3}} B_{n}\left(p ; q_{1}, \ldots, q_{n}\right)\right|$
for $n \geqslant 1$,
$\left\|B_{0}\right\|=b_{0}^{-1} \sup \left|\frac{1}{m^{2}} B_{0}(p)\right|$,
$\left\|D_{n k}\right\|=d_{n}^{-1} \sup \left|\frac{\left(p+q_{k}\right)^{2}+m^{2}}{m^{4}} D_{n k}\left(p ; q_{1}, \ldots, q_{n}\right)\right|$
for $n \geqslant 2$,
and

$$
\left\|D_{11}\right\|=d_{1}^{-1} \sup \left|\frac{\left|p+q_{1}\right|}{m^{3}} D_{11}\left(p ; q_{1}\right)\right|
$$

with $f_{n}, l_{n}, b_{n}$, and $d_{n}$ some normalization constants (real and positive) to be defined later and $|q| \equiv\left(q^{2}\right)^{1 / 2}$.

Using the inequalities

$$
\begin{equation*}
\left|\int \frac{d^{4} p}{p^{2}+m^{2}}\left[\frac{1}{(p+q)^{2}+m^{2}}-\frac{1}{p^{2}+m^{2}}\right]\right| \leqslant \alpha \frac{|q|}{m} \tag{3.1}
\end{equation*}
$$

$$
\begin{aligned}
& \int \frac{d^{4} l}{\left(l^{2}+m^{2}\right)\left[(l-k)^{2}+m^{2}\right]\left[(l-p)^{2}+m^{2}\right]} \\
& \quad \leqslant \frac{\beta}{m(m+|k|)}
\end{aligned}
$$

$$
\int \frac{d^{4} l}{\left(l^{2}+m^{2}\right)\left[(l-k)^{2}+m^{2}\right](|l-k|+m)}
$$

$$
\begin{equation*}
\leqslant \frac{\gamma}{m+|k|} \tag{3.3}
\end{equation*}
$$

the derivation of which is given in Appendix B, we obtain the following sufficient conditions for the existence and uniqueness of the solution of the system (2.1)-(2.7) in the region $\|\varphi\| \leqslant R:$
$2 R \sum_{k=0}^{n} C_{n}^{k} f_{k+1} l_{n-k} \leqslant \kappa b_{n}$ for $n \geqslant 0$,
where $C_{n}^{k}=n!/ k!(n-k)!$,
$\frac{2 \lambda}{m^{2}} l_{n-1} \leqslant \kappa d_{n}$ for $n \geqslant 1$,
$f_{n+1}+b_{n}+n d_{n} \leqslant \kappa l_{n}$ for $n \geqslant 2$,
$f_{1}+b_{1}+d_{1}+\frac{2 \lambda}{m^{2} R} \leqslant l_{1}$,
$f_{1}+2 b_{0} \leqslant \kappa l_{0}$,
$\frac{\lambda}{(2 \pi)^{4}}\left[\left(f_{n+1}+b_{n}\right) \gamma+n d_{n} \beta\right] \leqslant \kappa f_{n} \quad$ for $n \geqslant 2$,
$\frac{\lambda \gamma}{(2 \pi)^{4}}\left(b_{1}+d_{1}\right)+\frac{4 \lambda^{2} \alpha}{(2 \pi)^{4} R m^{2}}+\frac{2|\mu(\lambda)|}{R m^{2}} \leqslant f_{1}$.

## 4. DERIVATION OF FINAL RESULTS

Since the normalization factors $f_{n}, l_{n}, b_{n}$, and $d_{n}$, introduced through the definition of norms in Sec. 3, can be chosen arbitrarily, the system of inequalities (3.4)-(3.10) can be considered as equations with respect to the unknowns $f_{n}, l_{n}$, $b_{n}$, and $d_{n}$. In this way, the use of contraction mapping principle to the system (2.1)-(2.7) has brought us to the question of existence of solution for the system (3.4)-(3.10) in the region $f_{n}>0, l_{n}>0, b_{n}>0, d_{n}>0$, and $R>0$.

Let us first consider the truncated chain of equations
(2.1)-(2.7), i.e., consider only those equations, in the left hand side of which are contained functions with the number $n$ such that $n \leqslant N$. The functions $\widetilde{F}_{N+1}$ which appear in the right-hand side of these equations we put equal to zero.
Thus, the truncated system has solutions if the system (3.4)(3.10) is compatible for $n \leqslant N$. We show that for sufficiently small values of $\lambda$ this is the case. For this matter we shall assume that $\mu(\lambda) \rightarrow 0$ for $\lambda \rightarrow 0$. This assumption can be done, since in the perturbation theory $\mu(\lambda) \simeq c \lambda^{2}$ in the neighborhood of $\lambda=0$. Notice, however, that one can in general drop the term $\mu(\lambda)$. In that case the vertex functions would correspond to a field with the renormalized mass $m+\delta m$.

So, let $R$ and $l_{n}(0 \leqslant n \leqslant N)$ be arbitrary real positive numbers. Then one can choose $b_{n}$ and $d_{n}(0 \leqslant n \leqslant N)$ such that

$$
\begin{aligned}
& b_{n}+n d_{n} \leqslant \frac{1}{2} \kappa l_{n} \text { for } n \geqslant 1, \\
& 2 b_{0} \leqslant \frac{1}{2} \kappa l_{0} .
\end{aligned}
$$

Now it is possible to choose $f_{n}(1 \leqslant n \leqslant N)$ sufficiently small in order that inequalities (3.4), (3.6) and (3.8) are fulfilled and also $f_{2}<\frac{1}{4} l_{1}$. In the left-hand side of inequalities (3.5), (3.9), and ( 3.10 ) there stands the factor $\lambda$. Since we are working with the truncated system of equations, then (3.5), (3.9), and (3.10) form a finite system of inequalities. Therefore, for sufficiently small $\lambda$ these inequalities will be fulfilled. The inequality (3.7) is also satisfied, since $f_{2}+b_{1}+d_{1}<\frac{3}{4} l_{1}$. Thus we have shown that the truncated system of equations (2.1)(2.7) has a solution for sufficiently small values of $\lambda$.

However, the introduced method does not allow us to prove the existence of solution of the complete system (2.1)(2.7) for $\lambda \neq 0$. We can show that the system (3.4)-(3.10) becomes incompatible for $N=\infty$.

Indeed, from ineq. (3.9) we have

$$
\begin{align*}
& {\left[\lambda \gamma /(2 \pi)^{4}\right] b_{n}<f_{n},}  \tag{4.1}\\
& {\left[\lambda \gamma /(2 \pi)^{4}\right] f_{n}<f_{n-1}} \tag{4.2}
\end{align*}
$$

since $0 \leqslant \kappa<1$.
From (3.4) we have

$$
\begin{equation*}
R n(n-1) f_{n-1} l_{2}<b_{n} \tag{4.3}
\end{equation*}
$$

Combining these inequalities, we obtain

$$
\begin{equation*}
R n(n-1) l_{2}\left[\lambda \gamma /(2 \pi)^{4}\right]^{2} b_{n}<b_{n} \tag{4.4}
\end{equation*}
$$

from which for all $n \geqslant 2$

$$
\begin{equation*}
R n(n-1) l_{2}\left[\lambda \gamma /(2 \pi)^{4}\right]^{2}<1 . \tag{4.5}
\end{equation*}
$$

This is possible only for $\lambda=0$.
We have demonstrated that the system (3.4)-(3.10) with $N=\infty$ is incompatible for the values of coupling constant $\lambda \neq 0$. Thus the principle of contraction mapping as used in our approach, allows for the existence of solution of system of equations (2.1)-(2.7) for the Green functions of $(\lambda / 3) \varphi^{3}$ theory only for $\lambda=0$.

As we have already mentioned in the Introduction, the existence of solutions for the Green functions in quantum field theory is of great importance. The use of a powerful mathematical tool of Banach's fixed point theorem gave us, however, a unsatisfactory answer, as mentioned above. Possible (although not necessarily so) reasons for that may be the estimates of inequalities and majorizations and/or the
definition of norms used for the Green functions. A more detailed analysis of these majorizations and introduction of other norms and, as well, other fixed point approaches like topological degree ${ }^{3-5}$ are therefore quite necessary and might lead to spectacular results. It is known that field theories like $(\lambda / 3) \varphi^{3}$ have zero radius of convergence in $\lambda$. So it could appear very hard to use the contaction mapping method, however the norms are altered, to make such an iterative solution well defined. Thus it would be very interesting to look for an argument (such as a counter example) in order to rule out the possible expectation that contraction mapping will always fail when there is zero radius of convergence of the iterative solution. For other quantum field theory models like QED with an infinite number of divergent graphs the situation is more complicated. We have chosen $\varphi^{3}$ theory because of presence of only one divergent diagram which simplifies the analysis.
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## APPENDIX A: FUNCTIONAL EQUATIONS FOR THE GREEN FUNCTIONS AND EQUIVALENT INFINITE SYSTEM OF EQUATIONS

The field theory with $\varphi^{n}$ interaction: Consider the interacting meson field described by the Lagrangian

$$
\begin{equation*}
\mathscr{L}=\mathscr{L}_{0}+\mathscr{L}_{\mathrm{int}} \tag{A1}
\end{equation*}
$$

where

$$
\mathscr{L}_{0}=\frac{1}{2}\left[(\partial \varphi / \partial x)^{2}-m^{2} \varphi^{2}\right]
$$

and

$$
\begin{equation*}
\mathscr{L}_{\mathrm{int}}=(g / n) \varphi^{n} \tag{A2}
\end{equation*}
$$

is the interaction Lagrangian. All the operators here and further on are taken in the interaction representation.

Lagrangian (A1) corresponds to the equation of motion

$$
\begin{equation*}
\left(\square+m^{2}\right) \varphi(x)=j(x)=g \varphi^{n-1}(x) \tag{A3}
\end{equation*}
$$

and to the scattering matrix

$$
\begin{equation*}
S=T \exp \left[i \int j(x) \varphi(x) d x\right] \tag{A4}
\end{equation*}
$$

where $T$ is the operator of chronological ordering. By definition, Green functions are called the vacuum expectation of the chronological product of operators. In particular, the one-particle Green function is given as

$$
\begin{equation*}
G(x, y)=\left(1 / S_{0}\right)\langle 0| T \varphi(x) \varphi(y) S|0\rangle \tag{A5}
\end{equation*}
$$

where $S_{0}=\langle 0| S|0\rangle$.
Let us derive now functional equation for the Green function $G(x, y)$. For this matter, introduce an auxiliary source which corresponds to a current $J(x)$ and interaction energy $J(x) \varphi(x)$. Then (A3) and (A4) will take the following forms:

$$
\begin{align*}
& \left(\square+m^{2}\right) \varphi(x)=g \varphi^{n-1}(x)+J(x)  \tag{A6}\\
& S=T \exp \left\{i \int[j(x)+J(x)] \varphi(x) d x\right\} \tag{A7}
\end{align*}
$$

As seen, the Green functions become functionals of $J(x)$, and one can write for them equations with functional derivatives. Multiplying by $\left(1 / S_{0}\right) \varphi(x) S$ both sides of (A.6) from right side, acting with the operator $T$, and taking the vacuum expectation, we get

$$
\begin{align*}
& \frac{1}{S_{0}}\langle 0| T\left(\square+m^{2}\right) \varphi(x) \varphi(y) S|0\rangle \\
&=\frac{1}{S_{0}}\langle 0| T\left[g \varphi^{n-1}(x)+J(x)\right] \varphi(y) S|0\rangle \tag{A8}
\end{align*}
$$

Operators $\square$ and $T$ do not commute and one has for them
$T\left[\frac{\partial}{\partial x_{0}^{2}} \varphi(x) \varphi(y)\right]=\frac{\partial}{\partial x_{0}^{2}}[T \varphi(x) \varphi(y)]-\delta(x-y)$.
From (A5), (A9), and (A8) one gets
$\left(\square+m^{2}\right) G(x, y)-\frac{1}{S_{0}} g\langle 0| T \varphi^{n-1}(x) \varphi(y) S|0\rangle$

$$
\begin{equation*}
-J(x)\langle\varphi(y)\rangle=-i \delta(x-y) \tag{A10}
\end{equation*}
$$

where

$$
\begin{equation*}
\langle\varphi(x)\rangle=\frac{1}{S_{0}}\langle 0| \varphi(x) S|0\rangle . \tag{A11}
\end{equation*}
$$

From the relation

$$
\begin{equation*}
-\frac{\delta S}{\delta J(x)}=i T[\varphi(x) S] \tag{A12}
\end{equation*}
$$

which follows from (A7), one has

$$
\begin{align*}
&\langle 0| T \varphi^{n-1}(x) \varphi(y) S|0\rangle \\
&=\frac{1}{i^{n-2}} \frac{\delta^{n-2}}{\delta J^{n-2}(x)}\langle 0| T \varphi(x) \varphi(y) S|0\rangle \\
&=\frac{1}{i^{n-2}} \frac{\delta^{n-2}}{\delta J^{n-2}(x)}\left[G(x, y) S_{0}\right] . \tag{A13}
\end{align*}
$$

Thus, finally one gets the equation for the Green function as

$$
\begin{gather*}
\left.\square+m^{2}\right) G(x, y)-\frac{g}{i^{n-2} S_{0}} \frac{\delta^{n-2}}{\delta J^{n-2}(x)}\left[G(x, y) S_{0}\right] \\
-J(x)\langle\varphi(y)\rangle=-i \delta(x-y) \tag{A14}
\end{gather*}
$$

Consider now the $\varphi^{3}$ interaction, i.e., the case $n=3$, and for further consideration let us introduce a function $\Delta(x, y)$ equal to functional derivative of $\langle\varphi(x)\rangle$ :
$\frac{\delta\langle\varphi(x)\rangle}{\delta J(y)} \equiv i \Delta(x, y)=i G(x, y)-i\langle\varphi(x)\rangle\langle\varphi(y)\rangle$.
When $J(x)=0$, the function $G(x, y)$ and $\Delta(x, y)$ coincide. Replacing $G$ by $\Delta$, Eq. (A14) becomes

$$
\begin{equation*}
\left[\square+m^{2}+i g \frac{\delta}{\delta J(x)}-2 g\langle\varphi(x)\rangle\right] \Delta(x, y)=-i \delta(x-y) \tag{A16}
\end{equation*}
$$

Notice also that the functional derivative of the Green function $G(x, y)$ is equal to

$$
\begin{align*}
\frac{\delta G(x, y)}{\delta J(x)}= & \frac{i}{S_{0}}\langle 0| T \varphi(x) \varphi(y) \varphi(x) S|0\rangle \\
& -\frac{1}{S_{0}^{2}}\langle 0| T \varphi(x) \varphi(y) S|0\rangle\langle 0| T \varphi(x) S|0\rangle \\
= & i K(x, y ; x)-G(x, y)\langle\varphi(x)\rangle . \tag{A17}
\end{align*}
$$

Infinite system of coupled equations: By substituting (A17) into (A14), one has eliminated the functional derivative and has arrived at a differential equation. But then there appears a new unknown function $K(x, y ; x)$, for which one needs an additional equation. This can be achieved by taking the functional derivative of (A10) with respect to $J(x)$ and using (A12). Then in the equation there appears a new function $K(x, y ; x, x)$. Continuing this procedure, we arrive at an infinite system of differential equations for Green functions. Thus the Schwinger equation in functional derivatives is equivalent to an infinite system of coupled differential equations.

Let us find this system explicitly. Multiplying Eq. (A6) by $S_{0}^{-1} S$ from the right side and taking the vacuum expectation gives

$$
\begin{align*}
\left(\square m^{2}\right)\langle\varphi(x)\rangle & =g G(x, x)+J(x) \\
& =g \Delta(x, x)+g\langle\varphi(x)\rangle^{2}+J(x) \tag{A18}
\end{align*}
$$

Further, it is more convenient to use Eq. (A18) in momentum space, i.e., its Fourier transform. Then (A18) becomes

$$
\begin{align*}
\left(k^{2}-\right. & \left.m^{2}\right) \frac{1}{(2 \pi)^{4}} \int\langle\varphi(k)\rangle e^{i k x} d k \\
= & g \frac{1}{(2 \pi)^{4}} \int \Delta(k, p) e^{i(k-p)} d k d p \\
& +g \frac{1}{(2 \pi)^{8}} \int\langle\varphi(k)\rangle e^{i k x}\langle\varphi(p)\rangle e^{i p x} d k d p \\
& +\int J(k) e^{i k x} d k \tag{A19}
\end{align*}
$$

Finally, Eq. (A18) in momentum space is given by

$$
\begin{align*}
\left(k^{2}-m^{2}\right)\langle\varphi(k)\rangle= & -g \int \Delta(p+k, p) d p \\
& -\frac{g}{(2 \pi)^{4}} \int\langle\varphi(k-p)\rangle\langle\varphi(p)\rangle d p \\
& -J(k) \tag{A20}
\end{align*}
$$

By acting on both sides of Eq. (A20) the $n$th functional derivative with respect to $J(s)$ (and using the Leibnitz formula) we obtain

$$
\begin{align*}
& \left(k^{2}-m^{2}\right)\left\langle\varphi^{n}\left(k, s_{1}, \ldots, s_{n}\right)\right\rangle \\
& = \\
& \quad-g \int \Delta^{n}\left(p+k, p, s_{1}, \ldots, s_{n}\right) d p \\
& \quad-g \frac{1}{(2 \pi)^{4}} \sum_{m=0}^{n} C_{n}^{m} \int d p\left\langle\varphi^{m}\left(k-p, s_{1}, \ldots, s_{m}\right)\right\rangle  \tag{A21}\\
& \quad \times\left\langle\varphi^{n-m}\left(p, s_{m+1}, \ldots, s_{n}\right)\right\rangle-\delta_{m} \delta\left(k-\sum_{i=1}^{n} s_{i}\right),
\end{align*}
$$

where

$$
\begin{align*}
\Delta^{n}\left(p, q, s_{1}, \ldots, s_{n}\right) & =\frac{\delta^{n} \Delta(p, q)}{\delta J\left(s_{1}\right) \cdots \delta J\left(s_{n}\right)}  \tag{A22}\\
\left\langle\varphi^{n}\left(k, s_{1}, \ldots, s_{n}\right)\right\rangle & =\frac{\delta^{n}\langle\varphi(k)\rangle}{\delta J\left(s_{1}\right) \cdots \delta J\left(s_{n}\right)} \tag{A23}
\end{align*}
$$

and $C_{n}^{m}=n!/ m!(n-m)$ ! are the binomial coefficients. For $J(x)=0$ from energy-momentum conservation one can write (A22) and (A23) in the form

$$
\begin{align*}
& \Delta^{n}\left(p, q, s_{1}, \ldots, s_{n}\right)=\Delta^{n}\left(p, s_{1}, \ldots, s_{n}\right) \delta\left(p-q-s_{1} \cdots-s_{n}\right),  \tag{A24}\\
& \left\langle\varphi^{n}\left(k, s_{1}, \ldots, s_{n}\right)\right\rangle=D^{n-1}\left(k, s_{1}, \ldots, s_{n}\right) \delta\left(k-s_{1} \cdots-s_{n}\right),
\end{align*}
$$

Substitution of (A24) and (A25) into (A21) gives then $\left(k^{2}-m^{2}\right) D^{n}\left(k, s_{1}, \ldots, s_{n}\right)$

$$
\begin{align*}
= & -\delta_{n 0}-g \int \Delta^{n+1}\left(k+p, s_{1}, \ldots, s_{n}, k-\sum_{i=1}^{n} s_{i}\right) d p \\
& -\frac{g}{(2 \pi)^{4}} \sum_{m=0}^{n+1} C_{n+1}^{m} D^{m-1}\left(\sum_{i=1}^{m} s_{i}, s_{1}, \ldots, s_{m-1}\right) \\
& \times D^{n-m}\left(k-\sum_{i=1}^{m} s_{i}, s_{m+1}, \ldots, s_{n}\right) . \tag{A26}
\end{align*}
$$

From (A15), (A22), and (A23)-(A25) follows the relation

$$
\begin{equation*}
i \Delta^{n}\left(p, s_{1}, \ldots, s_{n}\right)=D^{n}\left(p, s_{1}, \ldots, s_{n}\right) . \tag{A27}
\end{equation*}
$$

Finally, the infinite system of coupled equations for the functions $\Delta^{n}\left(k, s_{1}, \ldots, s_{n}\right)$ for the case of $(g / 3) \varphi^{3}$ interaction is

$$
\begin{align*}
\left(k^{2}-\right. & \left.m^{2}\right) \Delta^{n}\left(k, s_{1}, \ldots, s_{m}\right) \\
= & i \delta_{n 0}+i g \int d p \Delta^{n+1}\left(k+p, s_{1}, \ldots, s_{n}, k-\sum_{i=1}^{n} s_{i}\right) \\
& -i \frac{g}{(2 \pi)^{4}} \sum_{m=0}^{n+1} C_{n+1}^{m} \Delta^{m-1}\left(\sum_{i=1}^{m} s_{i}, s_{1}, \ldots, s_{m-1}\right) \\
& \times \Delta^{n-m}\left(k-\sum_{i=1}^{m} s_{i}, s_{m+1}, \ldots, s_{n}\right) . \tag{A28}
\end{align*}
$$

Thus we have arrived to the coupled system of nonlinear integral equations which can be schematically written $\mathrm{as}: \Delta=A \Delta$.

## APPENDIX B: DERIVATION OF INEQUALITIES (3.1)- (3.3)

Inequality (3.1): Going to " $-\alpha$ "-representation, we write the left-hand side of (3.1) in the form

$$
\begin{align*}
& \int d^{4} p \int_{0}^{\infty} \int_{0}^{\infty} d \alpha d \beta e^{-\alpha\left(p^{2}+m^{2}\right)}\left(e^{\left.-\beta\left[(p+q)^{2}+m^{2}\right)\right]}-e^{-\beta\left(p^{2}+m^{2}\right)}\right) \\
& \quad=\int_{0}^{\infty} \int_{0}^{\infty} d \alpha d \beta e^{-(\alpha+\beta) m^{2}}\left(e^{-\beta q^{2}} \int d^{4} p e^{-(\alpha+\beta) p^{2}-2 \beta p q}-\int d^{4} p e^{-(\alpha+\beta) p^{2}}\right) \tag{B1}
\end{align*}
$$

With the help of the formula ${ }^{11}$

$$
\begin{equation*}
\int d^{4} p e^{-\xi p^{2}-2 q p}=\left(\pi^{2} / \xi \xi^{2}\right) e^{q^{2} / \xi} \tag{B2}
\end{equation*}
$$

we perform integration in (B1) with respect to $p$. Then (B1) can be written as

$$
\begin{equation*}
\int_{0}^{\infty} \int_{0}^{\infty} d \alpha d \beta e^{-(\alpha+\beta) m^{2}}\left[\pi^{2} /(\alpha+\beta)^{2}\right]\left[e^{-q^{2}\left[\beta-\beta^{2} /(\alpha+\beta)\right]}-1\right] \tag{B3}
\end{equation*}
$$

Introducing new variables
$\beta=\lambda \xi, \quad \alpha=\lambda(1-\xi), \quad$ with $\partial(\alpha, \beta) / \partial(\lambda, \xi)=\lambda$,
(B3) becomes

$$
\begin{align*}
\pi^{2} \int_{0}^{1} d \xi \int_{0}^{\infty} \frac{d \lambda}{\lambda} e^{-\lambda m^{2}}\left(e^{-\lambda q^{2}\left(\xi-\xi^{2}\right)}-1\right) & =\pi^{2} \int_{0}^{1} d \xi \int_{0}^{\infty} d \varphi \int_{0}^{\infty} d \lambda\left(e^{-\lambda\left[\varphi+m^{2}+q^{2}\left(\xi-\xi^{2}\right)\right]}-e^{-\lambda\left(\varphi+m^{2}\right)}\right) \\
& =\pi^{2} \int_{0}^{1} d \xi \int_{0}^{\infty} d \varphi\left[\frac{1}{\varphi+m^{2}+q^{2}\left(\xi-\xi^{2}\right)}-\frac{1}{\varphi+m^{2}}\right] \\
& =-\pi^{2} \int_{0}^{1} d \xi \ln \left[1+\frac{q^{2}}{m^{2}}\left(\xi-\xi^{2}\right)\right] \tag{B4}
\end{align*}
$$

The absolute magnitude of this integral is less than

$$
\begin{equation*}
\pi^{2} \ln \left(1+q^{2} / 4 m^{2}\right) \leqslant \pi^{2} \ln (1+|q| / 2 m)^{2} \leqslant \pi^{2}|q| / m \tag{B5}
\end{equation*}
$$

which is the inequality (3.1);

Inequality (3.2): We write the left-hand side of (3.2) in " $\alpha$ "-representation and perform integration over $l$ using (B2). Then the left-hand side of (3.2) can be written as

$$
\begin{align*}
& \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} d \alpha_{1} d \alpha_{2} d \alpha_{3} \int d^{4} l \exp \left\{-\alpha_{1}\left(l^{2}+m^{2}\right)-\alpha_{2}\left[(l-k)^{2}+m^{2}\right]-\alpha_{3}\left[(l-p)^{2}+m^{2}\right]\right\} \\
& =\int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} d \alpha_{1} d \alpha_{2} d \alpha_{3} \exp \left[-m^{2}\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right)-\alpha_{2} k^{2}-\alpha_{3} p^{2}\right] \int d^{4} l \exp \left[-\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right) l^{2}+2 l\left(\alpha_{2} k+\alpha_{3} p\right)\right] \\
& =\pi^{2} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} d \alpha_{1} d \alpha_{2} d \alpha_{3} \exp \left[-m^{2}\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right)-\alpha_{2} k^{2}-\alpha_{3} p^{2}\right] \frac{\exp \left[\left(\alpha_{2} k+\alpha_{3} p\right)^{2} /\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right)\right]}{\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right)^{2}} \tag{B6}
\end{align*}
$$



FIG. 3. The division of four-dimensional integration space into three regions $\Omega_{1}, \Omega_{2}$, and $\Omega_{3}$.

Introducing new variables

$$
\alpha_{1}=\lambda\left(1-\xi_{1}-\xi_{2}\right), \quad \alpha_{2}=\lambda \xi_{1}, \quad \alpha_{3}=\lambda \xi_{2} \quad \text { with } \quad \partial\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) / \partial\left(\lambda, \xi_{1}, \xi_{2}\right)=\lambda^{2}
$$

we see that (B6) becomes equal to

$$
\begin{align*}
& \pi^{2} \int_{\substack{\xi_{1}, \xi_{2}>0}} \int d \xi_{1} d \xi_{2} \int_{0}^{\infty} d \lambda \exp \left\{-\lambda\left[m^{2}+\xi_{1} k^{2}+\xi_{2} p^{2}-\left(\xi_{1} k+\xi_{2} p\right)^{2}\right]\right\} \\
& \quad=\pi^{2} \int_{\substack{\xi_{1}+\xi_{2}>0}} \int d \xi_{1} d \xi_{2}\left[m^{2}+\xi_{1} k^{2}+\xi_{2} p^{2}-\left(\xi_{1} k+\xi_{2} p\right)^{2}\right]^{-1} \tag{B7}
\end{align*}
$$

For fixed $k$, the integrand in (B7) reaches its maximum at the point

$$
p=\left[\xi_{1} /\left(1-\xi_{2}\right)\right] k
$$

with the value of integrand equal to

$$
\frac{1}{m^{2}+k^{2} \xi_{1}\left(1-\xi_{1}-\xi_{2}\right) /\left(1-\xi_{2}\right)} .
$$

Therefore, what we need is to prove the following inequality:

$$
\begin{equation*}
\int_{\xi_{1}+\xi_{2}<1} \int d \xi_{1} d \xi_{2} \frac{1}{m^{2}+k^{2} \xi_{1}\left(1-\xi_{1}-\xi_{2}\right) /\left(1-\xi_{2}\right)} \leqslant \frac{\beta / \pi^{2}}{m(m+|k|)} \tag{B8}
\end{equation*}
$$

For this purpose we divide the integration region in (B8) into two regions:

$$
\begin{equation*}
S_{1}: \quad \delta \leqslant \xi_{1}, \quad 0 \leqslant \xi_{2}, \quad \xi_{1}+\xi_{2} \leqslant 1-\delta, \quad S_{2}: \quad 0 \leqslant \xi_{1} \leqslant \delta, \quad 0 \leqslant \xi_{2}, \quad 1-\delta \leqslant \xi_{1}+\xi_{2} \leqslant 1, \tag{B9}
\end{equation*}
$$

where

$$
\delta=\frac{1}{1+|k| / m}
$$

The area of region $S_{2}$ is less than $2 \delta$. Thus the integral over this region is less than

$$
\begin{equation*}
2 \delta / m^{2}=2 / m(m+|k|) \tag{B10}
\end{equation*}
$$

In the region $S_{1}$, we have

$$
\xi_{1}\left(1-\xi_{1}-\xi_{2}\right) /\left(1-\xi_{2}\right) \geqslant \delta / 2 .
$$

The area of this region is less than $\frac{1}{2}$; therefore, the value of integral in this region is less than

$$
\begin{equation*}
\frac{1}{2} \frac{1}{m^{2}+k^{2} \delta / 2}=\left[m^{2}\left(2 \frac{k^{2} / m^{2}}{1+|k| / m}\right)\right]^{-1} \leqslant \frac{1}{m(m+|k|)} . \tag{B11}
\end{equation*}
$$

Combining (B10) and (B11), one obtains the inequality (3.2) with $\beta=3 \pi^{2}$.
Inequality (3.3): By scaling the variables to $l / m$ and $k / m$ it is obvious that it is enough to prove the inequality (3.3) only for $m=1$. Let us divide the four-dimensional space of integration into three regions $\Omega_{1}, \Omega_{2}$, and $\Omega_{3}$ and prove that the estimate (3.3) is valid for each region. Let $\sigma_{1}$ and $\sigma_{2}$ be two subspaces ( $\sigma_{1} \cup \sigma_{2}=R^{4}, 0 \in \sigma_{1}, k \in \sigma_{2}$ ) divided by a hypersurface which passes through $\bar{a}=\frac{1}{2} \bar{k}$ perpendicular to $\bar{k}$. Let $S_{1}$ and $S_{2}$ be spheres of radius $|\bar{k}|$ with their centers at $\overline{0}$ and $\bar{k}$ respectively. We take $\Omega_{1}=S_{1} \cap \sigma_{1}, \Omega_{2}=S_{2} \cap \sigma_{2}$, and $\Omega_{3}=\overline{\Omega_{1} \cup \Omega_{2}}$ (Fig. 3).

In region $\Omega_{1}$ we have

$$
\frac{1}{\left(l^{2}+1\right)\left[(l-k)^{2}+1\right](|l-k|+1)} \leqslant \frac{1}{l^{2}+1} \frac{1}{\left(\frac{1}{4} k^{2}+1\right)\left(\frac{1}{2}|k|+1\right)} .
$$

Therefore, the integral $I_{1}$ over the region $\Omega_{1}$ is

$$
\begin{align*}
I_{1} & \leqslant \frac{1}{\left(\frac{1}{4} k^{2}+1\right)\left(\frac{1}{2}|k|+1\right)} \int_{\Omega_{1}} \frac{d^{4} l}{l^{2}+1} \leqslant \frac{1}{\left(\frac{1}{4} k^{2}+1\right)\left(\frac{1}{2}|k|+1\right)} \int_{0}^{|k|} \frac{\epsilon_{0} r^{3} d r}{r^{2}+m^{2}} \leqslant \frac{\frac{1}{2} \epsilon_{0} k^{2}}{\left(\frac{1}{4} k^{2}+1\right)\left(\frac{1}{2}|k|+1\right)} \leqslant \frac{2 \epsilon_{0}}{\frac{1}{2}|k|+1} \\
& \leqslant \frac{4 \epsilon_{0}}{|k|+1} \tag{B12}
\end{align*}
$$

where $\epsilon_{0}$ is the area of the surface of the unit four-dimensional sphere.
In the region $\Omega_{2}$ we have

$$
\frac{1}{\left(l^{2}+1\right)\left[(l-k)^{2}+1\right](|l-k|+1)} \leqslant \frac{1}{\left(\frac{1}{4} k^{2}+1\right)} \frac{1}{\left[(l-k)^{2}+1\right](|l-k|+1)} .
$$

Then the integral $I_{2}$ over the region $\Omega_{2}$ is

$$
\begin{equation*}
I_{2} \leqslant \frac{1}{\left(\frac{1}{4} k^{2}+1\right)} \int_{\Omega_{2}} \frac{d^{4} l}{\left[(l-k)^{2}+1\right](|l-k|+1)} \leqslant \frac{1}{\left(\frac{1}{4} k^{2}+1\right)} \int_{0}^{|k|} \frac{\epsilon_{0} r^{3} d r}{\left(r^{2}+1\right)(r+1)} \leqslant \frac{\epsilon_{0}|k|}{\frac{1}{4} k^{2}+1} \leqslant \frac{8 \epsilon_{0}}{|k|+1} \tag{B13}
\end{equation*}
$$

In the region $\Omega_{3}$ we have $|l| \geqslant|l-a|-|a|$ and $|l| \geqslant 2|a|$. Therefore, $|l| \geqslant|l-a|$. Analogously, in this region $|l-k| \geqslant \frac{2}{3}|l-a|$. This region is contained in the complementary to the sphere of radius $R=\left(3^{1 / 2} / 2\right)|k|$. Thus the integral $I_{3}$ over the region $\Omega_{3}$ is

$$
\begin{equation*}
I_{3} \leqslant \int_{R}^{\infty} \frac{\epsilon_{0} r^{3} d r}{\left(\frac{4}{9} r^{2}+1\right)^{2}\left(\frac{2}{3} r+1\right)} \leqslant \frac{27}{8} \epsilon_{0} \int_{R}^{\infty} \frac{d r}{\frac{4}{9} r^{2}+1} \leqslant \frac{27}{8} \epsilon_{0} \int_{R}^{\infty} \frac{d r}{[(2 \sim \sqrt{3}) r+1]^{2} \cdot \frac{1}{6}} \leqslant \frac{81}{4} \frac{1}{|k|+1} \tag{B14}
\end{equation*}
$$

Combining (B12), (B13), and (B14), we are led to inequality (3.3).
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# Scalar quantum field in an external gauge field 
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Let $G$ be a compact complex Lie group with Lie algebra $G^{\prime}$ and let $A_{\mu} \in C_{0}^{\times}\left(R^{4}, G^{\prime}\right)$ be a gauge potential. We construct a gauge covariant local quantum field operator $\phi$ which solves the equation $\left[\left(\partial_{\mu}+i A_{\mu}\right)\left(\partial^{\mu}+i A^{\mu}\right)+m^{2}\right] \phi=0$ and is a free field in the distant past or future. The associated scattering theory is described by a unitary gaugeinvariant $S$ operator.

## I. INTRODUCTION

A. A field theory typically consists of a set of fields satisfying some coupled nonlinear differential equations. In the external field problem some of the fields are idealized as fixed functions on space-time (the external fields). The remaining fields then satisfy equations which are typically linear and hence tractable. In this paper we study the case of a scalar field $\phi$ of mass $m$ in the presence of an external gauge field $A_{\mu}$. We are mainly interested in the quantum problem where $\phi$ is a field operator, but begin by discussing the classical case where $\phi$ is a function.

The starting point is a gauge group $G$ which we take to be a complex compact Lie group. (Real groups could also be considered.) Let $\rho(G)$ be a representation of $G$ by unitary operators on a finite dimension space $\mathbb{C}^{m}$. Let $G^{\prime}$ be the Lie algebra for $G$ and let $\rho\left(G^{\prime}\right)$ be the representation of $G^{\prime}$ by skew-Hermitian operators on $\mathbb{C}^{m}$. The gauge field $i A_{\mu}$, $0 \leqslant \mu \leqslant 3$, is then a $\rho\left(G^{\prime}\right)$-valued function on the space-time $R^{4}$. The scalar field $\phi$ is a $\mathbb{C}^{m}$-valued function on $R^{4}$ and the dynamical equation is

$$
\begin{equation*}
\left\{\left[\partial_{\mu}+i A_{\mu}(x)\right]\left[\partial^{\mu}+i A^{\mu}(x)\right]+m^{2}\right\} \phi(x)=0 . \tag{1.1}
\end{equation*}
$$

Here $x \in R^{4}, \partial_{\mu}$ means $\partial / \partial x_{\mu}$, and we employ the summation convention $x_{\mu} y^{\mu}=x_{0} y_{0}-\Sigma_{i=1}^{3} x_{i} y_{i}$. The above equation will be abbreviated as

$$
\begin{equation*}
\left(\square_{A}+m^{2}\right) \phi=0 . \tag{1.1}
\end{equation*}
$$

In the special case $G=\rho(G)=U(1), G^{\prime}=\rho\left(G^{\prime}\right)=i R$, the real-valued field $A_{\mu}$ is an electromagnetic potential and the complex-valued $\phi$ carries an electric charge. Other groups [e.g., $\mathrm{SU}(2), \mathrm{SU}(3), \cdots$ ] correspond to generalized notions of charge (e.g., isospin, strangeness, charm, etc.)
$B$. The form of the gauge equation is chosen to give a dynamics which is independent of the labeling of charge. This aspect is best understood in the language of fibre bundles, where the coordinate independence is built in. We digress briefly to explain the point. General references are Trautman ${ }^{1}$ or Mayer. ${ }^{2}$ (The latter also has good references to the physics literature on gauge theories.)

Let $P$ be a principal $G$ bundle over $R^{4}$, say $R^{4} \times G$, and let $E=P \times{ }_{G} \mathrm{C}^{m}$ be the associated vector bundle over $R^{4}$

[^21]with fibre $\mathbb{C}^{m}$ and structure group $\rho(G)$. The charged scalar field is now described by a cross section $\Phi$ of $E$, and the external field is described by a connection on $P$ as given by a $G^{\prime}$-valued 1-form $\omega$ on $P$.

Coordinates may be introduced by a cross section $x \rightarrow(x, g(x))$ of $P$ defined by $g: R^{4} \rightarrow G$ and called a gauge. One can show that given a gauge $g$, a cross section $\Phi$ determines a function $\phi_{g}: R_{4} \rightarrow \mathbb{C}^{m}$ and a connection $\omega$ determines a $\rho\left(G^{\prime}\right)$ valued 1-form $i A_{g}=\Sigma_{\mu} i A_{g}^{\mu} d x_{\mu}$ on $R^{4}$. If $g^{\prime}$ is another gauge, then it turns out that

$$
\begin{align*}
& \phi_{g^{\prime}}=\gamma^{-1} \phi_{g}  \tag{1.2}\\
& i A_{g^{\prime}}^{\mu}=\gamma^{-1}\left(i A_{g}^{\mu}\right) \gamma+\gamma^{-1} \partial^{\mu} \gamma \tag{1.3}
\end{align*}
$$

where $\gamma: R^{4} \rightarrow \rho(G)$ is defined by

$$
\begin{equation*}
\gamma(x)=\rho\left(g(x)^{-1} g^{\prime}(x)\right) \tag{1.4}
\end{equation*}
$$

Conversely, given a family of functions $\left\{\phi_{g}\right\}$ indexed by gauges and satisfying (1.2), there is a unique cross section $\Phi$ determining them, and given a family of functions $\left\{i A_{g}^{\mu}\right\}$ satisfying (1.3) there is a unique connection $\omega$ determining them. (Of course, a single element determines the whole family.)

Now we can show that the family of differential operators $\square_{A_{g}}+m^{2}$ for a connection $\omega$ defines a (differential) operator $\mathscr{D}_{\omega}$ on cross sections of $E$ and so is a suitable candidate for defining dynamics. The key point is that the operator is built out of the covariant derivative $\partial^{\mu}+i A_{\mathrm{g}}^{\mu}$ and so satisfies

$$
\begin{equation*}
\left(\square_{\boldsymbol{A}_{k^{\prime}}}+m^{2}\right)=\gamma^{-1}\left(\square_{\boldsymbol{A}_{k}}+m^{2}\right) \gamma . \tag{1.5}
\end{equation*}
$$

Now for a cross section $\Phi$ as given by the family $\left\{\phi_{g}\right\}$ we define a new family $\psi_{g}=\left(\square_{A_{k}}+m^{2}\right) \phi_{g}$ and have $\psi_{g^{\prime}}=\gamma^{-1} \psi_{g}$ so that $\left\{\psi_{g}\right\}$ defines a cross section $\Psi$. Thus an operator $\mathscr{D}_{\omega}: \Phi \rightarrow \Psi$ is defined without making a special choice of gauge.
C. For the quantum gauge theory we assume that $A_{\mu}$ has compact support, in fact $A_{\mu} \in C_{0}^{\infty}\left(R^{4}, \rho\left(G^{\prime}\right)\right)$. Then we show that there exists a local quantum field operator $\phi$ satisfying the gauge equation (1.1) in the sense of distributions. The field $\phi$ is constructed to be equal to a standard free quantum field $\phi_{\text {in }}$ in the distance past. It also reduces to a free field $\phi_{\text {out }}$ in the distant future. We show that there is a unitary operator $S$ connecting these fields by $\phi_{\text {out }}=S^{-1} \phi_{\mathrm{in}} S$.

Then $S$ describes the scattering of the particles created by the field. Finally, we study the effect of a change in gauge on $\phi, S$ and interpret the result in terms of fibre bundles. These results are all presented in Sec. III. As we shall see, they depend on having sufficiently good control over the classical problem, which we treat in Sec. II.
D. We now discuss some of the related literature. General discussions of the external field problem are given by Wightman ${ }^{3,4}$ and Seiler. ${ }^{5}$ The case of external gauge fields has apparently not been previously considered. Several authors have considered a scalar field in an external electromagnetic field. However, the unitary result presented here is new even in this case. It was previously only known for $A_{1}=A_{2}=A_{3}=0$ (Schroer, Seiler, and Swieca ${ }^{6}$ ) or for $A_{\mu}$ sufficiently small (Belissard ${ }^{7}$ ).

We also mention the vaguely related work of Schrader ${ }^{8}$ on the construction of a Euclidean $\mathscr{P}(\phi)_{2}$ theory in an external gauge field.

In another paper, ${ }^{9}$ the problem of a scalar quantum field in an external gravitational field is treated. This problem is formally quite similar to the gauge problem.

## II. THE CLASSICAL PROBLEM

The goal in this section is to construct advanced and retarded fundamental solutions $E_{A}^{ \pm}$for the differential operator ( $\square_{A}+m^{2}$ ), and to obtain certain estimates on $E_{A}^{ \pm}$related to the smoothness of the kernel. The construction of the fundamental solutions is not particularly difficult since in leading order we have a diagonal system of strictly hyperbolic differential operators with constant coefficients. Nevertheless, we go into some detail since the smoothness estimates depend on the details of the construction.

The method consists of regarding $\square_{A}+m^{2}$ as an operator on a certain scale of Hilbert spaces consisting of functions which together with a certain number of derivatives vanish exponentially as $x_{0} \rightarrow-\infty$ or as $x_{0} \rightarrow+\infty$. With the Cauchy data built into the Hilbert space, one uses a priori estimates and a perturbation argument to show that $\square_{A}+m^{2}$ actually has an inverse operator. The technique is essentially that of Leray. ${ }^{10}$

To define the Hilbert spaces, let $\tau \in R$, let $n=(1,0,0,0)$, and let $H_{\tau}$ be the Hilbert space of all measurable functions $f: R^{4} \rightarrow \mathbb{C}^{m}$ such that $\|f\|_{\tau}=(f f)_{\tau}^{1 / 2}$ is finite, where the inner product is

$$
(f, g)_{T}=\int \sum_{j=1}^{m} \overline{f_{j}(x)} g_{j}(x) e^{-2 ヶ n x} d x
$$

where $n x=\Sigma_{\mu} n_{\mu} x_{\mu}=x_{0}$. If $f \in H_{\tau}$ and $g \in H_{-\tau}$, then we may also form

$$
\langle f, g\rangle=\int \sum_{j=1}^{m} f_{j}(x) g_{j}(x) d x
$$

and have $|\langle\delta, g\rangle| \leqslant\|f\|_{\tau}\|g\|_{-\tau}$. Thus every $g \in H_{-\tau}$ defines an element of the dual space $H_{r}^{\prime}$. In fact, one can identify $H_{-\tau}$ with $H_{r}^{\prime}$ via this pairing.

For each $\tau$ and $s=0,1,2, \cdots$ we next define $H_{\tau, s}$ to be all measurable functions $f: R^{4} \rightarrow \mathbb{C}^{m}$ such that all distribution derivatives of order less than or equal to $s$ are functions in $H_{r}$.

We have $H_{\tau, 0}=H_{\tau}$ and $H_{\tau, s} \subset H_{\tau, s^{s}}$ for $s>s^{\prime} . H_{0, s}$ are the usual Sobolev spaces. An inner product for $H_{\tau, s}$ may be defined either by

$$
\begin{equation*}
(f, g)_{\tau, s}=\sum_{|r|<s s}\left(\partial^{\alpha} f, \partial^{\alpha} g\right)_{\tau} \tag{2.1}
\end{equation*}
$$

where $\alpha=\left(\alpha_{0}, \ldots, \alpha_{3}\right)$ is a multi-index, $|\alpha|=\alpha_{0}+\cdots+\alpha_{3}$, and $\partial^{\alpha}=\partial_{0}^{\alpha_{\alpha_{0}}} \ldots \partial_{3}^{\alpha_{j}}$; or else inductively by

$$
\begin{equation*}
(f, g)_{\tau, s+1}=(f, g)_{\tau, s}+\sum_{\mu=0}^{3}\left(\partial_{\mu} f, \partial_{\mu} g\right)_{\tau, s} \tag{2.2}
\end{equation*}
$$

The associated norms are equivalent, and we generally make the second choice. That $H_{\tau . s}$ is complete, and hence a Hilbert space follows by the usual proof for $\tau=0$. It is also straightforward to show that $C_{0}^{\infty}\left(R^{4}, \mathbb{C}^{m}\right)$ is dense in $H_{\tau, s}$.

The inner product in $H_{\tau, s}$ can also be expressed in terms of the Fourier transform. For example, if $f, g \in C_{0}^{\infty}$ the Fourier transforms $\hat{f}, \hat{g}$ are entire functions and by Parseval's theorem we obtain for $s \geqslant 0$

$$
(f, g)_{\tau, s}=\int \sum_{j} \overline{\hat{f}_{j}(p-i \tau n)} \hat{g}_{j}(p-i \tau n)\left(1+|p-i \tau n|^{2}\right)^{s} d p
$$

This integral also makes sense for $s<0$ and we may define $H_{\tau, s}$ for $s<0$ as the completion of $C_{0}^{\infty}$ with respect to the associated norm. We further note that by shifting the contour of integration we have

$$
\langle f, g\rangle=\int \sum_{j} \hat{f}_{j}(p-i \tau n) \hat{g}_{j}(-p+i \tau n) d p
$$

This gives the estimate $|\langle f, g\rangle| \leqslant \mid f\left\|_{\tau, s}\right\| g \|_{-\tau,-s}$ for any $\tau, s$. Hence the form $f, g \rightarrow\langle f, g\rangle$ extends to $H_{\tau, s} \times H_{-\tau-s}$ with the same bound. It is also true that $\left(H_{\tau, s}\right)^{\prime}=H_{-,-s}$ with this pairing, but this fact will not be needed.

It is straightforward to show that a matrix of linear differential operators of order $m$ defines a continuous operator from $H_{r, s+m}$ to $H_{\tau, s}(s=0,1,2, \ldots)$ provided that the derivatives of the coefficients are bounded. Thus, if $A_{\mu} \in C_{0}^{\infty}\left(R^{4}, \mathscr{L}\left(\mathbb{C}^{m}\right)\right)\left[\mathscr{L}\left(\mathbb{C}^{m}\right)=m \times m\right.$ matrices $]$, we have that $\square_{A}+m^{2}$ is continuous from $H_{r, s+2}$ to $H_{\tau, s}$. The following lemma shows that this operator has an inverse.

Lemma 2.1: Let $|\tau|$ be sufficiently large. Then there exist operators denoted $E_{A}^{+}$for $\tau>0$ or $E_{A}^{--}$for $\tau<0$ which map $H_{\tau, s}$ continuously to $H_{\tau, s+1}, s=0,1,2, \cdots$, and satisfy

$$
\left(\square_{A}+m^{2}\right) E_{A}^{ \pm}=E_{A}^{ \pm}\left(\square_{A}+m^{2}\right)=I .
$$

Proof: First consider the case $A=0$. It is well known that the Klein-Gordon operator $\square_{0}+m^{2}$ has fundamental solutions $E_{0}^{ \pm}: C_{0}^{\infty} \rightarrow C^{\infty}$. In fact, they are given explicitly by taking $\pm \tau<0$ and defining

$$
\begin{align*}
\left(E_{\sigma}^{ \pm} f\right)(x)= & (2 \pi)^{-2} \int e^{i(p-i \tau n) x} \hat{f}(p-i \tau n) \\
& \times\left[-(p-i \tau n)_{\mu}(p-i \tau n)^{\mu}+m^{2}\right]^{-1} d p \tag{2.3}
\end{align*}
$$

Corresponding to the fact that $\square_{0}+m^{2}$ is strictly hyperbolic, the denominator never vanishes for $\tau \neq 0$. and moreover, we have the basic a priori estimate for $|\tau|$ sufficiently large:

$$
\left|-(p-i \tau n)_{\mu}(p-i \tau n)^{\mu}+m^{2}\right|^{2} \geqslant C \tau^{2}\left(1+|p-i \tau n|^{2}\right)
$$

(See, for example, Treves, ${ }^{11}$ Sec. II.5.) It follows that

$$
\begin{aligned}
\| E_{0}^{ \pm} f & \|_{\tau, s+1}^{2} \\
= & \int|\hat{f}(p-i \tau n)|^{2}\left|-(p-i \tau n)_{\mu}(p-i \tau n)^{\mu}+m^{2}\right|^{-2} \\
& \times\left(1+|p-i \tau n|^{2}\right)^{s+1} d p \\
\leqslant & C^{-1} \tau^{-2} \int|\hat{f}(p-i \tau n)|^{2}\left(1+|p-i \tau n|^{2}\right)^{s} d p \\
= & C^{-1} \tau^{-2}| | f \|_{\tau, s}^{2}
\end{aligned}
$$

Thus $E_{0}^{ \pm}$defines a continuous operator from $H_{\tau, s}$ to $H_{\tau, s+1}$ with a norm which is $\mathcal{O}\left(|\tau|^{-1}\right)$ as $|\tau| \rightarrow \infty$.

We now write

$$
\square_{A}+m^{2}=\square_{0}+m^{2}+\mathscr{A},
$$

where

$$
\begin{equation*}
\mathscr{A}=2 i A_{\mu} \partial^{\mu}+i\left(\partial_{\mu} A^{\mu}\right)(x)-A_{\mu}(x) A^{\mu}(x) . \tag{2.4}
\end{equation*}
$$

The operator $\mathscr{A}$ maps $H_{\tau, s+1}$ to $H_{\tau, s}$ with a norm which is bounded uniformly in $\tau$. Thus $\mathscr{A} E_{0}^{ \pm}$is a bounded operator on $H_{\tau, s}$ with a norm which is $\mathscr{O}\left(|\tau|^{-1}\right)$ as $|\tau| \rightarrow \infty$. For $|\tau|$ large enough $\left\|\mathscr{A} E_{0}^{ \pm}\right\|<1$, and we may define $E_{A}^{ \pm}$by the convergent power series

$$
\begin{equation*}
E_{A}^{ \pm}=E_{0}^{ \pm}\left(\sum_{k=0}^{\infty}(-1)^{k}\left(\mathscr{A} E_{0}^{ \pm}\right)^{k}\right) . \tag{2.5}
\end{equation*}
$$

Then $E_{A}^{ \pm}$satisfies the conditions of the lemma.
Lemma 2.2: Let $H_{\tau, \infty}=n_{s} H_{\tau, s}$ with topology defined by the norms $\|\cdot\|_{\tau, s}$. Then we have the topological inclusions

$$
\mathscr{D} \subset H_{\tau, \infty} \subset \mathscr{E}
$$

where $\mathscr{D}=C_{0}^{\infty}\left(R^{4}, \mathrm{C}^{m}\right)$ and $\mathscr{E}=C^{\infty}\left(R^{4}, \mathrm{C}^{m}\right)$ with the usual topologies.

Proof: $\mathscr{D} \subset H_{\tau, \infty}$ is clear. We must show that the injection is continuous. It suffices to show that the restriction to $\mathscr{D}_{K}=C_{0}^{\infty}\left(K, \mathrm{C}^{m}\right)$ is continuous for compact $K$. But this follows from the fact that, for any $s$, there exist constants $C_{1}, C_{2}$ such that for $f \in \mathscr{D}_{K}$

$$
\|f\|_{T, s} \leqslant C_{1}\|f\|_{0, s} \leqslant C_{2} \sum_{|\alpha|<s} \sup _{s \in K}\left|\left(\partial^{\alpha} f\right)(x)\right| .
$$

To see that $H_{\tau, \infty} \subset \mathscr{E}$, note that $f \in H_{\tau, \infty}$ implies $\phi f \in H_{0, \infty}$ for any $\phi \in C_{0}^{\infty}\left(R^{4}\right)$. By Sobolev's lemma we have $\phi f \in \mathscr{E}$ and hence $f \in \mathscr{E}$. The injection map from $H_{\tau, \infty}$ to $\mathscr{E}$ is continuous since for any compact $K$ and $s \geqslant 0$ there exist $C_{1}, C_{2}, s$ such that for $f \in H_{\tau, \infty}$

$$
\sum_{|\alpha|<s} \sup _{x \in K}\left|\left(\partial^{\alpha} f\right)(x)\right| \leqslant C_{1}\|\phi f\|_{0, s^{\prime}} \leqslant C_{2}\|\phi f\|_{\tau, s^{\prime}} \leqslant C_{2}\|f\|_{\tau, s^{\prime}}
$$

where $\phi \equiv 1$ on $K$. 直
Theorem 2.3: Let $A_{\mu} \in C_{0}^{\infty}\left(R^{4}, \mathscr{L}\left(\mathbb{C}^{m}\right)\right)$. Then
(1) There exist operators $E_{A}^{ \pm}$mapping $\mathscr{D}$ continuously to $\mathscr{E}$ such that
(a) $\left(\square_{A}+m^{2}\right) E_{A}^{ \pm}=E_{A}^{ \pm}\left(\square_{A}+m^{2}\right)=I$,
(b) $\operatorname{Supp}\left(E_{A} \pm f\right)$ is contained in he future (past) shadow of supp $f$.
These are the unique operators from $\mathscr{D}$ to $\mathscr{D}^{\prime}$ with these properties.
(2) $E_{A}^{ \pm}$extends to a continuous operator from $\mathscr{E}^{\prime}$ to $\mathscr{D}^{\prime}$ satisfying (a), (b), and

$$
E_{A}^{ \pm}=\left(E_{-A^{t}}\right)^{\prime}
$$

Proof: For existence pick any $|\tau|>0$ sufficiently large. Then Lemma 2.1 gives $E_{A}^{ \pm}$as a continuous operator on $H_{\tau, \infty}$ satisfying (a). Property (b) is also satisfied by (2.5) since $E_{0}^{ \pm}$satisfies it and $\mathscr{A}$ shrinks supports. By Lemma 2.2 the restriction of $E_{A}^{ \pm}$is continuous from $\mathscr{D}$ to $\mathscr{E}$. Properties (a), (b) are still satisfied.

For uniqueness we first claim that if $u \in \mathscr{D}^{\prime}$,
$\left(\square_{A}+m^{2}\right) u=0$, and $u=0$ in the distant past (i.e., $x_{0}$ sufficiently negative), then $u=0$. This follows from

$$
\begin{aligned}
\left(\square_{A}+m^{2}\right)^{\prime} & =\left(\square_{-A^{\prime}}+m^{2}\right), \text { for we have any } f \in \mathscr{D} \\
\langle u, f\rangle & =\left\langle u,\left(\square_{-A^{\prime}}+m^{2}\right) E_{-A}, f\right\rangle \\
& =\left\langle\left(\square_{A}+m^{2}\right) u, E_{-A^{\prime}} f\right\rangle \\
& =0
\end{aligned}
$$

Note that $E=_{-}, f$ is a proper test function for $u$ since it has support in the past of supp $f$. Now, if $E_{A}^{+}, \widetilde{E}_{A}^{+}$are two fundamental solutions, we set $u=\left(E_{A}^{+}-\widetilde{E}_{A}^{+}\right) f, f \in \mathscr{D}$, and conclude $u=0$. Thus $E_{A}{ }^{+}$is unique.

For (2) it suffices to show that $\left(E_{-A}^{-}\right)^{\prime}: \mathscr{E}^{\prime} \rightarrow \mathscr{D}^{\prime}$ satisfies (a) and (b), for then it agrees with $E_{A}^{+}$on $\mathscr{D}$ and provides the extension. But (a) follows by the adjoint of (a) for $-A^{t}$, and (b) follows since if $f \in \mathscr{C}^{\prime}, g \in \mathscr{D}$, and suppg does not intersect the future of $\operatorname{supp} f$, then $\operatorname{supp} f$ does not intersect the past of suppg and so

$$
\left\langle g,\left(E_{-A}^{-}\right)^{\prime} f\right\rangle=\left\langle E_{-A_{A}}^{-} g, f\right\rangle=0
$$

Remarks: (1) From the definition we have the identities on $H_{\tau, \infty}$ :

$$
\begin{equation*}
E_{A}^{ \pm}=E_{A}^{ \pm}-E_{A}^{ \pm} \mathscr{A} E_{0}^{ \pm}=E_{0}^{ \pm}-E_{0}^{ \pm} \mathscr{A} E_{A}^{ \pm} \tag{2.6}
\end{equation*}
$$

Since $\mathscr{A}$ is continuous from $\mathscr{C}$ to $\mathscr{D}$, the identity also makes sense and holds in $\mathscr{L}(\mathscr{D}, \mathscr{C})$. Also $\mathscr{A}: \mathscr{D}^{\prime} \rightarrow \mathscr{C}^{\prime}$, and by taking adjoints we have the identity in $\mathscr{L}\left(\mathscr{E}^{\prime}, \mathscr{D}^{\prime}\right)$.
(2) Suppose that $u_{\text {in }}$ or $u_{\text {out }}$ in $\mathscr{D}^{\prime}$ is a solution of the free equation $\left(\square_{0}+m^{2}\right) u=0$. Then we can construct a solution of $\left(\square_{A}+m^{2}\right) u=0$, which agrees with $u_{\text {in }}$ in the past or $u_{\text {out }}$ in the future by

$$
\begin{equation*}
u=\left(1-E_{A}^{+} \mathscr{A}\right) u_{\mathrm{in}}, \quad u=\left(1-E_{A}^{-} \mathscr{A}\right) u_{\mathrm{out}} \tag{2.7}
\end{equation*}
$$

These are unique by the proof of Theorem 2.3. On the other hand, given a solution $u$, we can construct free solutions $u_{\text {in }}$ or $u_{\text {out }}$ which agree in the past or future by

$$
\begin{equation*}
u_{\mathrm{in}}=\left(1+E_{0}^{+} \mathscr{A}\right) u, \quad u_{\mathrm{out}}=\left(1+E_{0}^{-} A\right) u \tag{2.8}
\end{equation*}
$$

(3) The preceding results will be sufficient for the construction of the quantum field theory. We now turn to the estimate on $E_{A}^{ \pm}$which is needed for a unitary $S$ operator.

Theorem 2.4: Let $f_{1} f_{2} \in \mathscr{D}$ and define $\exp _{p}(x)=e^{-i p x}$. Then for any $s \geqslant 0$ there is a constant $K$ such that

$$
\left|\left\langle\exp _{p} f_{1}, E_{A}^{ \pm} \exp _{q} f_{2}\right\rangle\right| \leqslant K\left(1+|p+q|^{2}\right)^{-s / 2}
$$

Proof: Let $E=E_{A}^{ \pm}$and let $E_{q}=\exp _{-q} E \exp _{q}$, regarded as an operator from $H_{r, s}$ to itself. Then

$$
\begin{aligned}
\left|\left\langle\exp _{p} f_{1}, \exp _{q} f_{2}\right\rangle\right| & =\left|\left\langle\exp _{p+q} f_{1}, E_{q} f_{2}\right\rangle\right| \\
& \leqslant\left\|\exp _{p+q} f_{1}\right\|-\pi_{,}-s\left\|E_{q}\right\|_{\tau, s}\left\|f_{2}\right\|_{\tau, s}
\end{aligned}
$$

The first factor is $\mathcal{O}\left(1+|p+q|^{2}\right)^{-s / 2}$, for we have the general estimate

$$
\begin{aligned}
& \left\|\exp _{p} f\right\|_{-\tau,-s}^{2} \\
& \quad=\int\left|\hat{f}\left(p+p^{\prime}+i \tau n\right)\right|^{2}\left(1+\left|p^{\prime}+i \tau n\right|^{2}\right)^{-s} d p^{\prime} \\
& \quad \leqslant K^{\prime} \int\left(1+\left|p+p^{\prime}\right|^{2}\right)^{-s}\left(1+\left|p^{\prime}\right|^{2}\right)^{-s} d p^{\prime} \\
& \quad \leqslant K\left(1+|p|^{2}\right)^{-s}
\end{aligned}
$$

Thus we have reduced the problem to showing that $\left\|E_{q}\right\|_{\tau, s}$ is bounded in $q$. For $s=0$ this is trivial, and the idea is to relate the bound for general $s$ to bounds at $s=0$. To accomplish this, we introduce the multicommutator

$$
E_{q ; \mu_{1}, \ldots, \mu_{n}}=\left[\partial_{\mu_{n},}\left[\ldots,\left[\partial_{\mu_{1}}, E_{q}\right] \ldots\right]\right]
$$

regarded initially as an operator on $H_{\tau, \infty}$. We claim that for any $s, n$, and $\left(\mu_{1}, \ldots, \mu_{n}\right), E_{q ; \mu_{1}, \ldots, \mu_{n}}$ extends to a bounded operator on $H_{\tau, s}$ with norm bounded uniformly in $q$. The result we need is the special case $n=0$.

First consider $E_{\mu_{1}, \ldots, \mu_{n}}=E_{q=0 ; \mu_{1}, \ldots, \mu_{n} .}$. Since $\left[\partial_{\mu}\right.$, घ $\left._{A}+m^{2}\right]=\partial_{\mu} \mathscr{A}$, we have $\left[\partial_{\mu}, E\right]=-E\left(\partial_{\mu} \mathscr{A}\right) E$. Thus we can write $E_{\mu_{1}, \ldots, \mu_{n}}$ as a sum of terms of the form

$$
E\left(\partial^{\alpha_{1}}\right) \mathscr{A} E \cdots\left(\partial^{\alpha_{\imath}} \mathscr{A}\right) E
$$

where $\alpha_{i}$ is a multi-index. Since $E: H_{\tau, 0} \rightarrow H_{\tau, 1}$ and $\partial^{x} \mathscr{A}: H_{r, 1} \rightarrow H_{\tau, 0}$, these expressions are bounded operators on $H_{\tau, 0}$ and hence so is $E_{\mu_{1}, \ldots, \mu_{\|}}$. For any operator $\mathscr{O}$, if $\mathscr{O}_{q}=\exp { }_{-q} \mathscr{O} \exp _{q}$, we have $\left[\partial_{\mu}, \mathscr{O}_{q}\right]=\left[\partial_{\mu}, \mathscr{O}\right]_{q}$. Thus $E_{q ; \mu_{1}, \ldots, \mu_{n}}=\left(E_{\mu_{1}, \ldots, \mu_{n}}\right)_{q}$ is also a bounded operator on $H_{\tau, 0}$ and
$\left\|E_{q ; \mu_{1}, \ldots, \mu_{n},}\right\|_{\tau, 0}=\left\|\left(E_{\mu_{1}, \ldots, \mu_{n}}\right)_{q}\right\|_{\tau, 0}=\left\|E_{\mu_{1}, \ldots, \mu_{n},}\right\|_{\tau, 0}$
is independent of $q$. Thus the claim is proved for $s=0$.
The claim for general $s$ is proved by induction. Suppose it is true for $s$. Then it is true for $s+1$ by the estimate for $f \in \mathscr{H}_{\tau, \infty}$

$$
\begin{aligned}
&\left\|E_{q ; \mu_{1}, \ldots, \mu_{1}} f\right\|_{\tau, s+1}^{2} \\
&=\left\|E_{q ; \mu_{1}, \ldots, \boldsymbol{\mu}_{n}} f\right\|_{\tau, s}^{2}+\sum_{\mu}\left\|\partial E_{\mu q ; \boldsymbol{\mu}_{1}, \ldots, \boldsymbol{\mu}_{n}} f\right\|_{\tau, s}^{2} \\
& \leqslant 2\left\|E_{q ; \mu_{1, \ldots, \mu_{n}}\left\|_{\tau, s}^{2}\right\| f \|_{\tau, s+1}^{2}} \quad+2 \sum_{\mu}\right\| E_{q ; \mu_{1}, \ldots, \mu_{, k \mu}}\left\|_{\tau, s}^{2}\right\| f \|_{\tau, s}^{2} \\
& \leqslant \leqslant \mathcal{O}(1)\|f\|_{\tau, s+1}^{2}
\end{aligned}
$$

## III. THE QUANTUM PROBLEM

A. We now turn to the quantum problem, mainly following the general formalism of Wightman. ${ }^{3,4}$ The first step is to review the definition of the free charged scalar field with distinct particles and antiparticles. The one-particle Hilbert space is defined to be $\mathscr{H}_{1}=L_{2}\left(R^{3}, \mathrm{C}^{m}, d \mu(\mathbf{p})\right)$, where $d \mu(\mathbf{p})=[2 \omega(\mathbf{p})]^{-1} d \mathbf{p}$ and $\omega(\mathbf{p})=\left(|\mathbf{p}|^{2}+m^{2}\right)^{1 / 2}$. The $n$ particle space is the symmetric tensor product $\mathscr{H}_{n}=\otimes_{s}^{n} \mathscr{H}_{1}$ and we set $\mathscr{H}=\oplus_{n=0}^{\infty} \mathscr{H}_{n}$. The full Hilbert space $\mathscr{F}$ is a tensor product of particle and antiparticle spaces:

$$
\mathscr{F}=\mathscr{H} \otimes \mathscr{H}=\stackrel{\oplus}{n, m=0} \stackrel{\mathscr{H}_{n}}{\otimes_{m}} \mathscr{H}_{m}
$$

For $h \in \mathscr{H}_{1}$, let $\alpha(h)$ and $\alpha^{*}(h)$ be the usual annihilation and creation operators defined on the finite particle vectors in $\mathscr{H}$, and then define particle and antiparticle operators on $\mathscr{F}$ by

$$
\begin{array}{ll}
a(h)=\alpha(h) \otimes I, & a^{*}(h)=\alpha^{*}(h) \otimes I \\
b(h)=I \otimes \alpha(h), & b^{*}(h)=I \otimes \alpha^{*}(h)
\end{array}
$$

Then

$$
\begin{equation*}
[a(h)]^{*}=a^{*}(\bar{h}), \quad[b(h)]^{*}=b^{*}(\bar{h}) \tag{3.1}
\end{equation*}
$$

and we have the canonical commutation relations (CCR),

$$
\begin{align*}
{\left[a(h), a^{*}\left(h^{\prime}\right)\right] } & =\left[b(h), b^{*}\left(h^{\prime}\right)\right] \\
& =\int \sum_{j} h_{j}(\mathbf{p}) h_{j}^{\prime}(\mathbf{p}) d \mu(\mathbf{p}) \tag{3.2}
\end{align*}
$$

Furthermore, there is a unique vacuum $\Omega_{0}$ (the no-particle state) satisfying

$$
\begin{equation*}
a(h) \Omega_{0}=b(h) \Omega_{0}=0 \tag{3.3}
\end{equation*}
$$

Now define $\Pi^{ \pm}: \mathscr{D} \rightarrow \mathscr{H}_{1}$ by Fourier transformation (now with Lorentz inner product) followed by restriction to the mass shell:

$$
(\Pi \pm f)(\mathbf{p})=(2 \pi)^{1 / 2} \hat{f}( \pm \omega(\mathbf{p}), \pm \mathbf{p})
$$

The free field operator is defined by

$$
\begin{align*}
& \phi_{0}(f)=a\left(\Pi^{+} f\right)+b^{*}\left(C \Pi^{-} f\right)  \tag{3.4}\\
& \phi_{0}^{*}(f)=a^{*}\left(\Pi^{-} f\right)+b\left(\bar{C} I^{+} f\right)
\end{align*}
$$

Here we allow for a charge conjugation operator $C$ on $\mathbb{C}^{m}$, which is unitary and satisfies $C^{2}=I$. Then we have

$$
\begin{equation*}
\left[\phi_{0}(f)\right]^{*}=\phi_{0}^{*}(\bar{f}) \tag{3.5}
\end{equation*}
$$

the free field equation

$$
\begin{equation*}
\phi_{0}\left(\left(\square_{0}+m^{2}\right) f\right)=0 \tag{3.6}
\end{equation*}
$$

and the commutation relations

$$
\begin{equation*}
\left[\phi_{0}(f), \phi_{0}^{*}(g)\right]=(1 / i)\left\langle f, E_{0} g\right\rangle \tag{3.7}
\end{equation*}
$$

where $E_{0} \equiv E_{0}^{+}-E_{0}^{-}$is identified with the usual commutator function $\Delta=\Delta_{+}+\Delta_{-}$.

Hereafter, if $T: \mathscr{D} \rightarrow \mathscr{D}$ has adjoint $T^{\prime}: \mathscr{D}^{\prime} \rightarrow \mathscr{D}^{\prime}$, we write $T^{\prime} \phi$ to mean the operator valued distribution ( $\left.T^{\prime} \phi\right)(f)=\phi(T f)$. Thus (3.6), for example, is written $\left(\square_{0}+m^{2}\right) \phi=0$.
B. Now let $\phi_{\text {in }}$ be a free field operator as defined above. We want to define a field operator $\phi$ solving (1.1) with $\phi_{\text {in }}$ as data in the distant past. According to the discussion following Theorem 2.3, we therefore define for $f \in \mathscr{D}$

$$
\phi(f)=\left[\left(1-E_{A}^{+} \mathscr{A}\right) \phi_{\mathrm{in}}\right](f)=\phi_{\mathrm{in}}\left[\left(1-\mathscr{A}^{\prime} E_{-A}^{-}\right) f\right]
$$

where $\mathscr{A}$ is defined by (2.4).
We also define

$$
\phi^{*}(f)=[\phi(\bar{f})]^{*}=\phi_{\text {in }}^{*}\left[\left(1-\mathscr{A} E_{A}^{-}\right) f\right]
$$

Here we use $\left(1-E_{A}^{+} \mathscr{A}\right)^{*}=1-\mathscr{A} E_{A}^{-}\left(T^{*}\right.$ means $\left.\overline{T^{\prime}}\right)$, which follows from $A_{\mu}^{*}=A_{\mu}$.

Theorem 3.1: Let $A_{\mu} \in C_{0}^{\infty}\left(R^{4}, \rho\left(G^{\prime}\right)\right)$. Then
(a) (Existence) $\phi(f)$ is a continuous function of $f \in \mathscr{D}$ satisfying $\left(\square_{A}+m^{2}\right) \phi=0$ and $\phi=\phi_{\text {in }}$ in the distant past.
(b) (Locality) $\left[\phi(f), \phi^{*}(g)\right]=(1 / i)\left\langle f, E_{A} g\right\rangle$, where
$E_{A}=E_{A}^{+}-E_{A}^{-}$. In particular, spacelike separated fields commute.

Remark: Continuous means continuous in whatever sense the free field is continuous. For example, for finite particle vectors $\psi, \chi \in \mathscr{F}$, the function $f \rightarrow(\psi, \phi(f) \chi)$ is continuous.

Proof: Part (a) follows directly from the definitions. Given the free field commutation relations, part (b) follows once we show

$$
\begin{equation*}
\left(1-E_{A}^{+} \mathscr{A}\right) E_{0}\left(1-\mathscr{A} E_{A}^{-}\right)=E_{A} . \tag{3.8}
\end{equation*}
$$

However, using (2.6), we have

$$
\left(1-E_{A}^{+} \mathscr{A}\right) E_{0}^{ \pm}\left(1-\mathscr{A} E_{A}^{-}\right)=E_{A}^{ \pm}-E_{A}^{+} \mathscr{A} E_{A}^{-}
$$

Taking the difference of the $(+)$ equation and the $(-)$ equation yields (3.8), completing the proof.
C. According to the remarks in Sec. II, we now define for $f \in \mathscr{D}$
$\phi_{\text {out }}(f)=\left[\left(1+E_{0}^{-} \mathscr{A}\right) \phi\right](f), \quad \phi_{\text {out }}^{*}(f)=\left[\phi_{\text {out }}(\bar{f})\right]^{*}$
Then $\phi_{\text {out }}$ satisfies the free field equation (3.6), and $\phi=\phi_{\text {out }}$ in the distant future. Furthermore, $\phi_{\text {out }}$ satisfies the free field commutation relations (3.7) by an argument similar to that of Theorem 3.1.

The in and out fields are related by

$$
\begin{equation*}
\phi_{\text {out }}(f)=\left(\mathscr{R} \phi_{\text {in }}\right)(f), \tag{3.10}
\end{equation*}
$$

where $\mathscr{R}: \mathscr{D}^{\prime} \rightarrow \mathscr{D}^{\prime}$ is given by

$$
\begin{align*}
\mathscr{R} & =\left(1+E_{0}{ }^{-} \mathscr{A}\right)\left(1-E_{A}^{+} \mathscr{A}\right) \\
& =1-E_{0}\left(\mathscr{A}-\mathscr{A} E_{A}^{+} \mathscr{A}\right) \\
& \equiv 1-E_{0} J . \tag{3.11}
\end{align*}
$$

Here the first step follows by replacing $E_{0}^{-}$by $E_{0}^{+}-E_{0}$ and using (2.6), and the second step is the definition of $J$. At this point we note that $\phi_{\text {out }}(f)=\phi_{\text {in }}\left(\mathscr{R}^{\prime} f\right)$ allows the definition of $\phi_{\text {out }}$ to be continuously extended to the Schwartz space $\mathscr{S}=\mathscr{S}\left(R^{4}, \mathbb{C}^{m}\right)$. This follows since $E_{0}{ }_{0}, J^{\prime}$, and hence $\mathscr{R}^{\prime}$ are continuous operators on $\mathscr{S}$, and $\phi_{\text {in }}$ is defined and continuous in $\mathscr{S}$.

Now we may introduce creation and annihilation operators. For any $h$ in $\mathscr{S}\left(R^{3}, \mathbb{C}^{m}\right)$ there exists $h^{+}$in $\mathscr{S}\left(R^{4}\right.$, $\mathbb{C}_{m}$ ) such that $\Pi^{+} h^{+}=h$ and $\Pi^{-} h^{+}=0$. Then we define

$$
a_{\text {out }}(h)=\phi_{\text {out }}\left(h^{+}\right), \quad b_{\text {out }}(h)=\phi_{\text {out }}^{*}\left(C h^{+}\right)
$$

and $a_{\text {out }}^{*}, b_{\text {out }}^{*}$ so that the adjoint relation (3.1) is satisfied. These definitions are independent of the choice of $h$. These operators satisfy the CCR (3.2), and $\phi_{\text {out }}$ and $a_{\text {out }}, b_{\text {out }}$ are related by (3.4). Now all that is lacking for $\phi_{\text {out }}$ to be a standard free field is a vacuum vector. This question is resolved by the next theorem.

Let us note that (3.10) becomes

$$
\begin{align*}
& a_{\text {out }}(h)=a_{\text {in }}\left(\Pi^{+} \mathscr{R}^{\prime} h^{+}\right)+b_{\text {in }}^{*}\left(C \Pi^{-} \mathscr{R}^{\prime} h^{+}\right),  \tag{3.12}\\
& b_{\text {out }}(h)=b_{\text {in }}\left(\bar{C} \Pi^{+} \mathscr{R}^{*} C h^{*}\right)+a_{\text {in }}^{*}\left(\Pi^{-} \mathscr{R}^{*} C h^{+}\right) .
\end{align*}
$$

We now show that this transformation is unitarily implementable.

Theorem 3.2: These exists a unitary operator $S$ on $\mathscr{F}$ such that $a_{\text {out }}=S^{-1} a_{\text {in }} S, b_{\text {out }}=S^{-1} b_{\text {in }} S$ and hence $\phi_{\text {out }}=S^{-1} \phi_{\text {in }} S$.

Proof: According to a standard theorem a CCR preserving transformation of the general form (3.12) is unitarily implementable if the off-diagonal operators $h \rightarrow C \Pi^{-} \mathscr{R}^{\prime} h^{*}$ and $h \rightarrow \Pi^{-} \mathscr{R}^{*} C h^{+}$are Hilbert-Schmidt on $\mathscr{H}_{1}$.

To see this first consider $J=\mathscr{A}-\mathscr{A} E_{A}^{+} \mathscr{A}$. The distribution kernel $J(x, y)$ has compact support and thus has a Fourier transform $\widehat{J}(p, q)$ which is matrix of smooth functions. Typical terms in $J_{i j}(p, q)$ are (up to a constant)
$\left(\hat{A}_{\mu}\right)_{i j}(p+q) q^{\mu}, \quad p^{\mu}\left\langle\exp _{p}\left(A_{\mu}\right)_{i(\cdot)}, E_{A}^{+} \exp _{q}\left(A_{\nu}\right)_{(\cdot) j}\right\rangle q^{\nu}$.
Here $\left(A_{\mu}\right)_{i(\cdot)}$ denotes the $i$ th row of $A_{\mu}$, etc. By Theorem 2.4 we have the estimate for any $s$
$\left|\widehat{J}_{i j}(p, q)\right| \leqslant K_{s}\left(1+|p|^{2}\right)^{1 / 2}\left(1+|q|^{2}\right)^{1 / 2}\left(1+|p+q|^{2}\right)^{-s / 2}$,

Now using $\mathscr{R}^{\prime}=1+J^{\prime} E_{0}$ and
$\left\langle f, E_{0} h^{+}\right\rangle=(2 \pi)^{1 / 2} i \int \sum_{j} \hat{f}_{j}(-\omega(\mathbf{q}),-\mathbf{q}) h_{j}(\mathbf{q}) d \mu(\mathbf{q})$
and $\left(J^{\prime}\right)_{\hat{i j}}(p, q)=\widehat{J}_{j i}(q, p)$, we have

$$
\begin{aligned}
& \left(I I^{-} \mathscr{R}^{\prime} h^{+}\right)_{i}(\mathbf{p}) \\
& \quad=2 \pi i \int_{0} \sum_{j} \widehat{J}_{j i}(-\omega(\mathbf{q}),-\mathbf{p} ;-\omega(\mathbf{p}),-\mathbf{p}) h_{j}(\mathbf{q}) d \mu(\mathbf{q}) .
\end{aligned}
$$

By (3.13) the kernel is rapidly decreasing in $|\mathbf{p}|,|\mathbf{q}|$ and so the operator $h \rightarrow C \Pi^{-} \mathscr{R}^{\prime} h^{+}$is Hilbert-Schmidt. Similarly the other operator is Hilbert-Schmidt.

Discussion: If $\Omega_{\text {in }}$ is the vacuum for $a_{\text {in }}, b_{\text {in }}$, then $\Omega_{\text {out }}=S^{-1} \Omega_{\text {in }}$ provides a unique vacuum for $a_{\text {out }}, b_{\text {out }}$. Now states of the form

$$
\begin{equation*}
\Phi_{\mathrm{out}}=\prod_{i=1}^{s} a_{\mathrm{out}}^{*}\left(h_{i}\right) \prod_{j=1}^{r} b_{\mathrm{out}}^{*}\left(g_{j}\right) \Omega_{\mathrm{out}} \tag{3.14}
\end{equation*}
$$

may be interpreted as containing $s$ particles and $r$ antiparticles in the distant future, just as a similar interpretation is held for

$$
\begin{equation*}
\Psi_{\mathrm{in}}=\prod_{i=1}^{s^{\prime}} a_{\mathrm{in}}^{*}\left(h_{i}^{\prime}\right) \prod_{j=1}^{r^{\prime}} b_{\mathrm{in}}^{*}\left(g_{j}^{\prime}\right) \Omega_{\mathrm{in}} \tag{3.15}
\end{equation*}
$$

in the distant past. Scattering is described by the amplitudes

$$
\begin{equation*}
\left(\Phi_{\mathrm{out}}, \Psi_{\mathrm{in}}\right)=\left(\Phi_{\mathrm{in}}, S \Psi_{\mathrm{in}}\right) \tag{3.16}
\end{equation*}
$$

The qualitative features of scattering are discussed in Wightman. ${ }^{4}$
D. Finally, we consider the behavior of our theory under gauge transformations. We let $C_{0}^{\infty}\left(R^{4}, \rho(G)\right)$ be the space of $C^{\infty}$ functions $\gamma: R^{4} \rightarrow \rho(G)$ such that $\gamma=$ identity off a compact set.

Theorem 3.3: Let $A_{\mu}, A_{\mu}^{\prime} \in C_{0}^{\infty}\left(R^{4}, \rho\left(G^{\prime}\right)\right)$ be gauge potentials with associated fieldoperators $\phi(f), \phi^{\prime}(f)$ and scattering operators $S, S^{\prime}$. If $\left(i A_{\mu}^{\prime}\right)=\gamma^{-1}\left(i A_{\mu}\right) \gamma+\gamma^{-1} \partial_{\mu} \gamma$ for some $\gamma \in C_{0}^{\infty}\left(R^{4}, \rho(G)\right)$, then $\phi^{\prime}(f)=\left(\gamma^{-1} \phi\right)(f)$ and $S^{\prime}=S$.

Proof: We must show that $\phi-\gamma \phi^{\prime}=0$. This operator is defined from $\phi_{\text {in }}$ by

$$
\begin{aligned}
& \left(1-E_{A}^{+} \mathscr{A}\right)-\gamma\left(1-E_{A^{\prime}}^{+} \mathscr{A}^{\prime}\right) \\
& \quad=\left(E_{A}^{+}-\gamma E_{A^{\prime}}^{+}\right)\left(\square_{0}+m^{2}\right) \\
& \quad=E_{A}^{+}(1-\gamma)\left(\square_{0}+m^{2}\right)
\end{aligned}
$$

Here we use (2.6) and also the identity $E_{A^{ \pm}}^{ \pm}=\gamma^{-1} E_{A}^{ \pm} \gamma$
which follows from the same property for $\square_{A}+m^{2}$ and Theorem 2.3. Thus
$\phi(f)-\left(\gamma \phi^{\prime}\right)(f)=\left[\left(\square_{0}+m^{2}\right) \phi_{\text {in }}\right]\left[\left(1-\gamma^{\prime}\right)\left(E_{A}^{+}\right)^{\prime} f\right]=0$ since $\left(1-\gamma^{\prime}\right)\left(E_{A}^{+}\right)^{\prime} f$ is in $\mathscr{D}$.

Next we claim $\phi_{\text {out }}-\phi_{\text {out }}^{\prime}=0$. This operator is defined from $\phi=\gamma \phi^{\prime}$ by

$$
\begin{aligned}
& =\left(1+E_{0}^{-} \mathscr{A}\right)-\left(1+E_{0}^{-} \cdot \mathscr{A}^{\prime}\right) \gamma^{-1} \\
& =E_{0}^{-}\left[\left(\square_{A}+m^{2}\right)-\left(\square_{A} \cdot+m^{2}\right) \gamma^{-1}\right] \\
& =E_{0}^{-}\left(1-\gamma^{-1}\right)\left(\square_{A}+m^{2}\right) .
\end{aligned}
$$

Thus

$$
\phi_{\text {out }}(f)-\phi_{\text {out }}^{\prime}(f)=\left[\left(\square_{A}+m^{2}\right) \phi\right]\left[(1-\bar{\gamma}) E_{o}^{+} f\right]=0
$$ since $(1-\bar{\gamma}) E_{0}^{+} f$ is in $\mathscr{D}$.

Finally $\phi_{\text {out }}=\phi_{\text {out }}^{\prime}$ implies $S=S^{\prime}$ on sums of states of the form (3.15). Since this is a dense set we conclude $S=S^{\prime}$.

Discussion: To interpret this theorem, we return to the fibre bundle language. Now, however, only gauges in $C_{0}^{\infty}\left(R^{4}, G\right)$ are admitted. We suppose that $\omega=\left\{A_{g}^{\mu}\right\}$ is a connection which is trivial off a compact set in the sense that for some (and hence all) $g \in C_{0}^{\infty}\left(R^{4}, G\right)$ the field $A_{g}^{\mu}$ is in $C_{0}^{\infty}\left(R^{4}, \rho\left(G^{\prime}\right)\right)$. Let $\phi_{g}(f)$ be the corresponding family of field operators solving $\left(\square_{A_{x}}+m^{2}\right) \phi_{g}=0$.

The theorem says that $\phi_{g^{\prime}}(f)=\left(\gamma^{-1} \phi_{g}\right)(f)$ just as in (1.2); i.e., $\phi_{g}(f)$ has the structure of a cross section of $E$. We can make this more precise by noting that cross sections $H=\left\{h_{g}\right\}$ of $E$ can be identified with antilinear functionals on cross sections $F=\left\{f_{g}\right\}$ with compact support [denoted $C_{0}^{\infty}(E)$ ] by $H(F)=\left\langle h_{g} \bar{f}_{g}\right\rangle$. The integral is independent of $g$ since $\rho(G)$ is unitary. Correspondingly, we can define a field operator $\Phi$ as an operator valued function on $C_{0}^{\infty}(E)$ by $\Phi(F)=\phi_{g}\left(\bar{f}_{g}\right)$ which is also independent of $g$. It is $\Phi$ which is the basic dynamical entity. Corresponding to the identity $\left(\mathscr{D}_{\omega} H\right)(F)=H\left(\mathscr{D}_{\omega} F\right)$, we define $\left(\mathscr{D}_{\omega} \Phi\right)(F)=\phi\left(\mathscr{D}_{\omega} F\right)$ for the field operator. Then it is easy to check that $\Phi$ satisfies the dynamical equation $\mathscr{D}_{\omega} \Phi=0$.

The theorem also says that the $S$ operator $S_{g}$ for $A_{g}^{\mu}$ is independent of $g$ and so depends only on $\omega$. Since $\omega$ is the basic model for the external field and $S$ is the basic observable, the attainment of this result has been one of our main goals.

Note added in manuscript: After the completion of this manuscript, a conversation with A. Wightman made me aware of the proceedings of the 1977 Erice Conference which have recently appeared (G. Velo and A. Wightman, Eds., Invariant Wave Equations, Lecture Notes in Physics, Vol. 73 (Springer-Verlag, Berlin-Heidelberg-New York, 1978). These lectures touch on many of the same areas as the present paper and are recommended to the reader. In particular Ruijsenaars announces results similar to ours for the electromagnetic case. Also Seiler's lectures ${ }^{5}$ appear in this collection, and Wightman's lectures contain a proof of the fact that the Hilbert-Schmidt property suffices for the existence of $S$ as quoted in Theorem 3.2.
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#### Abstract

The dependence of gravitational and chiral exponential Green functions on a "gauge" parameter which enters the free propagation function of the basic matrix field, is analyzed. It is proven that by an appropriate choice of this parameter, the Green functions can be made ambiguity-free.


## 1. INTRODUCTION

Nonlinear chiral theories and gravity modified field theories have the common property of containing, in the Lagrangian density, nonpolynomial functions of a matrix field. By using localizable exponential parametrization, the problem of calculating vacuum expectation values of time ordered products of these functions can then in its simplest form be mathematically formulated as follows.

Given a $v$-dimensional real symmetrical (graviton) matrix field $\phi_{\alpha \beta}(x),(\alpha, \beta=1,2, \ldots, v)$, which propagates as

$$
\begin{align*}
& \left\langle\phi_{\alpha \beta}(x), \phi_{\gamma \delta}(y)\right\rangle \\
& \quad=\frac{1}{2}\left(\delta_{\alpha \gamma} \delta_{\beta \delta}+\delta_{\alpha \delta} \delta_{\beta_{\gamma}}-2 c \delta_{\alpha \beta} \delta_{\gamma \delta}\right) \Delta(x-y) \tag{1.1}
\end{align*}
$$

and a $v$-dimensional Hermitian (chiral) matrix field $\bar{\phi}_{\alpha \beta}(x)$, ( $\alpha, \beta=1,2, \ldots, v$ ), which propagates as

$$
\begin{equation*}
\left\langle\bar{\phi}_{\alpha \beta}(x), \bar{\phi}_{\gamma \delta}(y)\right\rangle=\left(\delta_{\alpha \gamma} \delta_{\beta \delta}-\bar{c} \delta_{\alpha \beta} \delta_{\gamma \delta}\right) \Delta(x-y), \tag{1.2}
\end{equation*}
$$

find, by taking into account Wick's reduction theorem, closed expressions for the traced Green functions

$$
\begin{align*}
& T_{k_{, 1}, k_{2}, \ldots, k_{n}}^{(v)}\left[c,\left\{\Delta_{i j} \mid i, j \in \mathscr{J}_{n} ; i<j\right\}\right] \\
&=\left\langle\left[\operatorname{Tr} \exp \left(\kappa \phi\left(x_{1}\right)\right)\right]^{k_{1}},\left[\operatorname{Tr} \exp \left(\kappa \phi\left(x_{2}\right)\right)\right]^{k_{2}}, \ldots,\right. \\
& {\left.\left[\operatorname{Tr} \exp \left(\kappa \phi\left(x_{n}\right)\right)\right]^{k_{n}}\right\rangle, } \tag{1.3}
\end{align*}
$$

and

$$
\begin{align*}
\bar{T}_{k_{,}, k_{2}, \ldots, k_{n}}^{(\nu)} & {\left[\bar{c},\left\{\Delta_{i j} \mid i, j \in \mathscr{J}_{n} ; i<j\right\}\right] } \\
= & \left\langle\left[\operatorname{Tr} \exp \left(\kappa \bar{\phi}\left(x_{1}\right)\right)\right]^{k_{1}},\left[\operatorname{Tr} \exp \left(\kappa \bar{\phi}\left(x_{2}\right)\right)\right]^{k_{k}, \ldots,}\right. \\
& {\left.\left[\operatorname{Tr} \exp \left(\kappa \bar{\phi}\left(x_{n}\right)\right)\right]^{k_{n}}\right\rangle, } \tag{1.4}
\end{align*}
$$

$\mathscr{J}_{n}$ denoting the set formed by the first $n$ positive integers. $\Delta_{i j} \equiv \Delta\left(x_{i}-x_{y}\right)$ stands for a propagator of the real scalar massless Klein-Gordon field, $\kappa$ is an arbitrary constant, and the fields are as usual assumed to be defined over four-dimensional Euclidean space-time. In (1.1) the real parameter $c$ is the so-called gauge parameter, related to the weight of the graviton field and therefore arbitrary. In (1.2) the value of the real parameter $\bar{c}$ depends essentially on the group representation: For three-dimensional chiral fields, $\bar{c}=0$ corresponds to a nonet of pseudoscalar mesons, while $\bar{c}=\frac{1}{3}$ corresponds to an octet of such mesons.

[^22]Ashmore and Delbourgo ${ }^{1,2}$ were the first to derive analytical expressions in closed form for the gravitational superpropagator $T_{1,1}^{(4)}[c, \Delta]$, and the chiral superpropagator $\bar{T}_{1,1}^{(3)}$ $[\bar{c}, \Delta]$. An alternative derivation of the latter result has been given recently by Kapoor. ${ }^{3}$ Finally, it has been shown by the present author ${ }^{4}$ that the Ashmore-Delbourgo algorithm is also very well suited for the calculation of the multimatrix superpropagators $T_{i, k}^{(v)}[c, \Delta], T_{k, 1}^{(v)}[c, \Delta], \bar{T}_{i, k}^{(v)}[\bar{c}, \Delta]$, and $\bar{T}_{k, 1}^{(v)}[\bar{c}, \Delta]\left(v \in \mathbb{N}_{0}, k \in \mathbb{N}_{0}\right)$.

The exact results obtained show a common property, namely that one can indicate values of $c$ or $\bar{c}$ whereby the superpropagators decrease exponentially in the neighborhood of the singularity of the scalar propagator $\Delta$. Motivated by this observation, Isham, Salam, and Strathdee ${ }^{5}$ proposed the conjecture that gravity is possibly ambiguity-free in the sense that all exponential gravitational Green functions might demonstrate such a behavior. In the present paper we shall give a rigorous proof of this conjecture. As a byproduct some general properties, also concerning the chiral Green functions, are found.

## 2. A BASIC THEOREM

As a first step in our proof we state that the superpropagators $T_{1,1}^{(v)}[c, \Delta]\left(v \in \mathbb{N}_{0}\right)$, of the gravitational kind, depend on the gauge parameter $c$ as given in:

Theorem 1:

$$
\begin{equation*}
T_{1,1}^{(v)}[c, \Delta]=e^{-\kappa^{2} c \Delta} T_{1,1}^{(\nu)}[0, \Delta] \tag{2.1}
\end{equation*}
$$

Proof: For real symmetrical or Hermitian ( $v, v$ ) matrices $X$ and $Y$, the identity

$$
\begin{aligned}
\exp [u(X+Y)]= & \exp (u X)+\int_{0}^{u} \exp \left[\left(u-u_{1}\right) X\right] Y \\
& \times \exp \left[u_{1}(X+Y)\right] d u_{1} \quad(u \in \mathbb{R})(2.2)
\end{aligned}
$$

can be used to deduce by recurrence and a change of variables the series expansion

$$
\begin{align*}
\exp (X+Y)= & \sum_{n=1}^{\infty} \int_{0}^{1} d v_{1} \int_{0}^{1} d v_{2} \cdots \int_{0}^{1} d v_{n} e^{X v_{1}} Y e^{X v_{i}} Y \\
& \times \cdots Y e^{X v_{n}} \delta\left(v_{1}+v_{2}+\cdots+v_{n}-1\right) \tag{2.3}
\end{align*}
$$

Equating the matrices $X$ and $Y$ respectively with the diagonal and off-diagonal part of the $\phi$ matrix, i.e.,
$\left\{\begin{array}{l}X_{i j}=\kappa \phi_{i i} \delta_{i j} \\ Y_{i j}=\kappa \phi_{i j}\left(1-\delta_{i j}\right)\end{array} \quad(i, j=1,2, \ldots, v)\right.$
and taking then matrix elements on both sides of Eq. (2.3), one obtains the representation

$$
\begin{align*}
\left(e^{\kappa \phi}\right)_{\alpha \beta}= & \sum_{n=1}^{\infty} \sum_{i_{i, i_{2}, \ldots, i_{n}-1}^{\nu}} \delta_{\alpha i_{1}} \delta_{\beta i_{n}} Y_{i_{1} i_{2}} Y_{i_{2} i_{3}} \cdots \\
& \times Y_{i_{n},} \quad i_{n} \int_{0}^{1} d v_{1} \cdots \int_{0}^{1} d v_{n} \delta\left(v_{1}+\cdots+v_{n}-1\right) \\
& \times \exp \left(X_{i_{1} i_{1}} v_{1}+\cdots+X_{i_{n} i_{n}} v_{n}\right) \tag{2.5}
\end{align*}
$$

Since there are at most $v$ different diagonal $X$ components in the exponent on the right-hand side of (2.5), some of the variables of integration will not occur explicitly in the exponential; others will stick together as sums. Nevertheless, we can write most generally that

$$
\begin{align*}
\int_{0}^{1} d v_{1} \cdots & \int_{0}^{1} d v_{n} \delta\left(v_{1}+\cdots+v_{n}-1\right) \\
& \times \exp \left(X_{i, i_{i}} v_{1}+\cdots+X_{i_{n} i_{n}} v_{n}\right) \\
& =\int_{0}^{1} d u_{1} \cdots \int_{0}^{1} d u_{v} \delta\left(u_{1}+\cdots+u_{v}-1\right) F\left(u_{1}, \ldots, u_{v}\right) \\
& \times \exp \left(\sum_{i=1}^{v} X_{i i} u_{i}\right) \tag{2.6}
\end{align*}
$$

whereby $F$ is polynomial in the integration variables and whereby one or more of these variables may not occur in the integrand.

Taking traces at both sides of (2.5), one finds with the help of (2.6), that $\mathrm{Tr} \exp \kappa \phi$ can be expanded as follows:

$$
\begin{align*}
\operatorname{Tr} \exp \kappa \phi= & \sum_{i=1}^{\nu} I_{i}^{(1)}+\sum_{1<i<j<v} I_{i j}^{(2)} \\
& +\sum_{1<i<j<k<v} I_{i j k}^{(3)}+\cdots+I_{12 \ldots \nu}^{(\nu)} \tag{2.7}
\end{align*}
$$

with

$$
\begin{align*}
I_{i}^{(1)}= & \exp X_{i i} \\
I_{i j}^{(2)}= & \sum_{\left.\mid \alpha_{2}\right\}} \Phi^{(2)}\left[\left\{\alpha_{2}\right\},\left\{Y_{i j}\right\}\right] \int_{0}^{1} d u_{1} \int_{0}^{1} d u_{2} \\
& \times \delta\left(u_{1}+u_{2}-1\right) F^{(2)}\left[\left\{\alpha_{2}\right\}, V_{2}\right] \exp \left(X_{i i} u_{1}+X_{i j} u_{2}\right), \\
I_{i j k}^{(3)}= & \sum_{\left\{\alpha_{2}\right\}} \Phi^{(3)}\left[\left\{\alpha_{2}\right\},\left\{Y_{i j}, Y_{j k}, Y_{i k}\right\}\right] \int_{0}^{1} d u_{1} \int_{0}^{1} d u_{2} \\
& \times \int_{0}^{1} d u_{3} \delta\left(u_{1}+u_{2}+u_{3}-1\right) F^{(3)}\left[\left\{\alpha_{3}\right\}, V_{3}\right] \\
& \times \exp \left(X_{i i} u_{1}+X_{j j} u_{2}+X_{k k} u_{3}\right)  \tag{2.8}\\
I_{12 \ldots v}^{(v)}= & \sum_{\left\{\alpha_{i, j}\right.} \Phi^{(v)}\left[\left\{\alpha_{v}\right\},\left\{Y_{i j} \mid i, j \in_{\neq} \mathscr{J}_{v} ; i \leqslant j\right\}\right] \\
& \times \prod_{i=1}^{v}\left(\int_{0}^{1} d u_{i}\right) \delta\left(\sum_{i=1}^{v} u_{i}-1\right) F^{(v)}\left[\left\{\alpha_{v}\right\}, V_{v}\right] \\
& \times \exp \left(\sum_{i=1}^{v} X_{i i} u_{i}\right) \\
V_{k}= & \left\{u_{1}, u_{2}, \ldots, u_{k}\right\} \quad(k \geqslant 2)
\end{align*}
$$

Herein the sets $\left\{\alpha_{\mu}\right\},(\mu=2, \ldots, v)$ denote minimal sets of independent summation variables needed for counting the powers of the different nondiagonal $\phi$ elements in the var-
ious matrix-product chains of such elements. Defining two chains, containing exactly the same nondiagonal elements (not necessarily in the same order) and therefore also associated wih a same label set $\left\{\alpha_{\mu}\right\}$, equivalent when the values of the corresponding labels are identical, $\Phi^{(\mu)}\left[\left\{\alpha_{\mu}\right\}\right.$,
$\left\{Y_{\sigma \tau}, \ldots, Y_{\lambda \rho}\right\}$ ] stands for a representant of the class formed by the equivalent chains which contain the same elements $Y_{\sigma \pi}, \ldots, Y_{\lambda \rho}$, each occuring as many times as indicated by the values of the labels in $\left\{\alpha_{\mu}\right\}$. Finally, the functions $F^{(\mu)}$ are derived from a corresponding function $F\left(u_{1}, \ldots, u_{\nu}\right)$ in (2.6), by taking into account the combinatorial factors associated with the number of different chains in the class. It is obvious that the task of finding explicit expressions for the latter functions is an enormous one in general. It will become clear, however, that such expressions are not relevant to our proof. Nevertheless, in order to clarify some previous introduced notations, we want to give here exact partial resaults which have been obtained in a different context by Metha and Kumar, ${ }^{6}$ namely,

$$
\begin{align*}
& \sum_{\left\{\alpha_{2}\right\}} \equiv \sum_{n=1}^{\infty} \text {, } \\
& \Phi^{(2)}\left[n, Y_{i j}\right] \equiv\left|Y_{i j}\right|^{2 n} \text {, }  \tag{2.9}\\
& F^{(2)}\left[n, u_{1}, u_{2}\right] \equiv \frac{u_{1}^{n-1} u_{2}^{n-1}}{n!(n-1)!}, \\
& \sum_{\left\{\alpha_{3}\right\}} \equiv \sum_{l=0}^{\infty} \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \sum_{p=0}^{\infty} \\
& \text { with }(l+m+p)(m+n+p)(n+l+p) \neq 0, \\
& \boldsymbol{\Phi}^{(3)}\left[l, m, n, p, Y_{i j}, \boldsymbol{Y}_{j k}, \boldsymbol{Y}_{i k}\right] \\
& \equiv\left|Y_{i j}\right|^{2 l}\left|Y_{j k}\right|^{2 m}\left|Y_{i k}\right|^{2 n}\left[\left(Y_{i j} Y_{j k} Y_{k i}\right)^{p}\right. \\
& \left.+\left(Y_{i k} Y_{k j} Y_{j i}\right)^{p}\right]\left(1-\frac{1}{2} \delta_{p, 0}\right),  \tag{2.10}\\
& F^{(3)}\left[l, m, n, p, u_{1}, u_{2}, u_{3}\right] \\
& \equiv \frac{p^{2}+p(l+m+n)+m n+n l+l m}{(l+p)!(m+p)!(n+p)!l!m!n!} \\
& \times\left(u_{1} u_{2}\right)^{l}\left(u_{2} u_{3}\right)^{m}\left(u_{3} u_{1}\right)^{n}\left(u_{1} u_{2} u_{3}\right)^{\rho-1} .
\end{align*}
$$

Note that the class representatives are written in such a way that the results are applicable both for real symmetrical and for Hermitian matrices $Y$. Therefore, one has only to choose $Y$ identical to the off-diagonal part of $\kappa \bar{\phi}$ and $X$ identical to the diagonal part of $\kappa \bar{\phi}$ to assure that (2.8) is also a valid formula for the chiral superpropagator case.

The $c$ dependence of the superpropagator $T_{1,1}^{(v)}[c, \Delta]$ originates from the vacuum expectation values of functions of the diagonal elements of $\phi$ only. This follows from the fact that (1.1) may be rewritten as

$$
\left.\begin{array}{l}
\left\langle X_{\alpha \alpha}, X_{\gamma \gamma}\right\rangle=\kappa\left(\delta_{\alpha \gamma}-c\right) \Delta \\
\left\langle X_{\alpha \alpha}, Y_{\gamma \delta}\right\rangle=\left\langle Y_{\gamma \delta}, X_{\alpha \alpha}\right\rangle=0  \tag{2.11}\\
\left\langle Y_{\alpha \beta}, Y_{\gamma \delta}\right\rangle=\frac{1}{2} \kappa\left(\delta_{\alpha \gamma} \delta_{\beta \delta}+\delta_{\alpha \delta} \delta_{\beta \gamma}\right) \Delta
\end{array}\right\} \quad\left(\alpha, \beta, \gamma, \delta \in \mathscr{J}_{\nu}\right) .
$$

By using now the property that the $I^{(\mu)}$ terms in (2.8) contain the $X$ elements only through factors of the form
$\prod_{i=1}^{v}\left(\int_{0}^{1} d u_{i}\right) \delta\left(\sum_{i=1}^{v} u_{i}-1\right) F\left[\left\{\alpha_{\mu}\right\}, V_{\mu}\right]$

$$
\times \exp \left(\sum_{i=1}^{\nu} X_{i i} u_{i}\right)
$$

$\left(\mu \in \mathscr{J}_{v}\right)$,
whereby one or more of the integration variables may be absent, and further by using the equalities

$$
\begin{aligned}
& \left\langle\exp \left(\sum_{i=1}^{v} X_{i i} u_{i}\right), \exp \left(\sum_{j=1}^{v} X_{i j} u_{j}^{\prime}\right)\right) \\
& \quad \times \delta\left(\sum_{i=1}^{v} u_{i}-1\right) \delta\left(\sum_{j=1}^{v} u_{j}^{\prime}-1\right) \\
& \quad=\exp \left[\kappa^{2}(1-c) \Delta \sum_{i=1}^{v} u_{i} u_{i}^{\prime}-\kappa^{2} c \Delta \sum_{\substack{i, j=1 \\
(i \neq j)}}^{v} u_{i} u_{j}^{\prime}\right] \\
& \quad \times \delta\left(\sum_{i=1}^{v} u_{i}-1\right) \delta\left(\sum_{j=1}^{v} u_{j}^{\prime}-1\right)
\end{aligned}
$$

$$
\begin{align*}
= & \exp \left(-\kappa^{2} c \Delta+\kappa^{2} \Delta \sum_{i=1}^{v} u_{i} u_{i}^{\prime}\right) \\
& \times \delta\left(\sum_{i=1}^{v} u_{i}-1\right) \delta\left(\sum_{j=1}^{v} u_{i}^{\prime}-1\right) \tag{2.12}
\end{align*}
$$

which are easily deduced with the help of (2.11) and which are independent of the number of integration variables $u$ and $u^{\prime}$ present, the substitution of (2.8) into (2.7) immediately leads to the result (2.1) of Theorem 1.

It has to be noted that, in the present particular case, the contributions coming from vacuum expectation values of two $I^{(\mu)}$ terms which do not have exactly the same number of indices with equal values disappear as a consequence of (2.11). Finally, we note that we have not found any indication of the validity of Theorem 1 by analyzing the Ash-more-Delbourgo algorithm, and this is a fortiori the case for the generalizations of the next section, which concern Green functions wherefore the algorithm cannot even be invoked for calculating exact expressions.

## 3. EXTENSIONS

Having remarked already that (2.7) and (2.8) remain valid formulas by setting
$\left.\begin{array}{rl}X_{i j} & =\kappa \bar{\phi}_{i j} \delta_{i j} \\ Y_{i j} & =\kappa \bar{\phi}_{i j}\left(1-\delta_{i j}\right)\end{array}\right\} \quad(i, j=1,2, \ldots, v)$,
It suffices to proceed as in (2.12), with $c$ replaced by $\bar{c}$, to prove the following:
Theorem 2:
$\bar{T}_{1,1}^{(\nu)}[\bar{c}, \Delta]=e^{\kappa^{2} \bar{c} \Delta} \bar{T}_{1,1}^{(\nu)}[0, \Delta]$.
Next, we state that the previous theorems can be extended to more general Green functions as follows:
Theorem 3:

$$
\begin{equation*}
T_{k_{t}, \ldots, k_{n}}^{(v)}\left[c,\left\{\Delta_{i j} \mid i, j \in \mathscr{J}_{n} ; i<j\right\}\right]=\exp \left(-\kappa^{2} c \sum_{i<j=1}^{n} k_{i} k_{j} \Delta_{i j}\right) T_{k_{l}, \ldots, k_{n}}^{(v)}\left[0,\left\{\Delta_{i j} \mid i, j \in \mathscr{J}_{n} ; i<j\right\}\right], \tag{3.3}
\end{equation*}
$$

and
Theorem 4:
$\bar{T}_{k_{r}, \ldots, k_{n}}^{(\nu)}\left[\bar{c},\left\{\Delta_{i j} \mid i, j \in \mathscr{J}_{n} ; i<j\right\}\right]=\exp \left(-\kappa^{2} \bar{c} \sum_{i<j=1}^{n} k_{i} k_{j} \Delta_{i j}\right) \bar{T}_{k_{t}, \ldots, k_{n}}^{(v)}\left[0,\left\{\Delta_{i j} \mid i, j \in \mathscr{J}_{n} ; i<j\right\}\right]$.
We note that the latter theorems generalize the former ones in two ways: Not only can there be more than one traced exponential of the matrix field in a certain space-time point, but also the number of different space-time points may be greater than one.

The proof of (3.2) and equivalently of (3.3) is again based on the representation (2.7), (2.8), and follows exactly the same pattern as before. In fact, the essential step here is the derivation of the equalities:

$$
\begin{align*}
& \left\langle\left[\exp \left(\sum_{i=1}^{v} X_{i i} u_{i}^{(1)}\right)\right]^{k_{1}},\left[\exp \left(\sum_{j=1}^{v} X_{i j} u_{j}^{(2)}\right)\right]^{k_{2}}, \ldots,\left[\exp \left(\sum_{i=1}^{v} X_{l i} u_{i}^{(n)}\right)\right]^{k_{n}}\right\rangle \prod_{s=1}^{n} \delta\left(\sum_{i=1}^{v} u_{i}^{(s)}-1\right) \\
& \quad=\left\{\prod_{p<q=1}^{v} \exp \left[\kappa^{2}(1-c) k_{p} k_{q} \Delta_{p q} \sum_{i=1}^{v} u_{i}^{(p)} u_{i}^{(q)}-\kappa^{2} c k_{p} k_{q} \Delta_{p q} \sum_{\substack{i, j=1 \\
(i \neq j}}^{v} u_{i}^{(p)} u_{j}^{(q)}\right]\right\}_{s=1}^{n} \delta\left(\sum_{i=1}^{v} u_{i}^{(s)}-1\right) \\
& \quad=\left\{\prod_{p<q=1}^{v} \exp \left(-\kappa^{2} c k_{p} k_{q} \Delta_{p q}+\kappa^{2} k_{p} k_{q} \Delta_{p q} \sum_{i=1}^{v} u_{i}^{(p)} u_{j}^{(q)}\right)\right\} \prod_{s=1}^{n} \delta\left(\sum_{i=1}^{v} u_{i}^{(s)}-1\right), \tag{3.5}
\end{align*}
$$

which, after replacing $c$ by $\bar{c}$, also hold for the chiral case, i.e., for $X$ and $Y$ defined as in (3.1).

## 4. PROOF OF THE ISHAM CONJECTURE

Since we know the explicit $c$ dependence ( $\bar{c}$ dependence) of the various exponential gravity (chiral) Green functions, we can now set without loss of generality $c(\vec{c})$ equal to zero everywhere. Then it follows from (1.1) [(1.2)] that the func-
tions $T_{k_{k}, \ldots, k_{n},}^{(v)}\left[0,\left\{\Delta_{i j} \mid i, j \in \not \mathscr{f}_{n} ; i<j\right\}\right]\left(\bar{T}_{k_{k}, \ldots, k_{k},}^{(v)}\left[0,\left\{\Delta_{i j} \mid i\right.\right.\right.$, $\left.\left.j \in \mathscr{J}_{n} ; i<j\right\}\right]$ ) are the series sums of nonnegative terms. In any case, a useful upper bound is given by the corresponding traced Green functions associated with a ( $v, v$ )-matrix field
$\psi_{\alpha \beta}(x)$ propagating as

$$
\left\langle\psi_{\alpha \beta}(x), \psi_{\gamma \delta}(y)\right\rangle=\Delta(x-y) \quad\left(\alpha, \beta, \gamma, \delta \in \mathscr{J}_{v}\right)
$$

The calculation of these functions can most easily be performed by replacing consistently $\operatorname{Tr} \psi\left(x_{i}\right)^{n}$ by $\varphi_{i}^{n}$, wherby $\varphi_{i} \equiv \varphi\left(x_{i}\right)$ is a scalar field which on its turn propagates as

$$
\begin{equation*}
\left\langle\varphi_{i}, \varphi_{j}\right\rangle=v^{2} \Delta_{i j} \tag{4.1}
\end{equation*}
$$

With the help of the well-known result

$$
\begin{align*}
& \left\langle\left(\exp \varphi_{1}\right)^{k,},\left(\exp \varphi_{2}\right)^{k_{2}}, \ldots,\left(\exp \varphi_{n}\right)^{k_{n}}\right\rangle \\
& \quad=\exp \left(\sum_{i<j=1}^{n} k_{i} k_{j}\left\langle\varphi_{i}, \varphi_{j}\right\rangle\right) \tag{4.2}
\end{align*}
$$

we easily obtain as a corollary of Theorem 3 that

$$
\begin{align*}
& T_{k_{l}, \ldots, k_{n}}^{(v)}\left[c,\left\{\Delta_{i j} \mid i, j \in \mathscr{J}_{n} ; i<j\right\}\right] \\
& \quad \leqslant \exp \left[\kappa^{2}\left(v^{2}-c\right) \sum_{i<j=1}^{v} k_{i} k_{j} \Delta_{i j}\right], \tag{4.3}
\end{align*}
$$

the equality being attained only if $v=1$.
By choosing $c$ only for all times greater than $v^{2}$ it is thus guaranteed that all gravity exponential Green functions are asymptotically (this means when one of the $\Delta_{i j}$ functions tends to $+\infty$ ) exponentially decreasing, which proves the Isham conjecture. ${ }^{5}$ It is obvious from the foregoing that we
cannot claim to have found the least lower bound on the $c$ values which assure exponential decrease for large values of one of the $\Delta_{i j}$ functions. Indeed, by analyzing the exact asymptotic behavior of a variety of traced multimatrix superpropagators given in an earlier contribution,' we have good reasons to believe that $1+\epsilon$, with $\epsilon>0$ and arbitrary small, might as well be a "good" lower bound. Finally, we can write a formula analogous to (4.3) for $\bar{T}_{k_{1}, \ldots, k_{n}}^{(v)}\left[\bar{c},\left\{\Delta_{i j} \mid i\right.\right.$ ,$\left.\left.j \in \mathscr{J}_{n} ; i<j\right\}\right]$, but since $\bar{c}$ is not arbitrary, this does not lead us, in general, to suppression of ultraviolet infinities in exponentially parametrized chiral field theories.
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#### Abstract

A systematic structure analysis of the correlation functions of statistical quantum optics is carried out. From a suitably defined auxiliary two-point function we are able to identify the excited modes in the wave field. The relative simplicity of the higher order correlation functions emerge as a byproduct and the conditions under which these are mode pure are derived. These results depend in a crucial manner on the notion of coherence indices and of unimodular coherence indices. A new class of approximate expressions for the density operator of a statistical wave field is worked out based on discrete characteristic sets. These are even more economical than the diagonal coherent state representations. An appreciation of the subtleties of quantum theory obtains. Certain implications for the physics of light beams are cited.


## INTRODUCTION

Light is essentially quantum mechanical in nature. ${ }^{1}$ A light beam is therefore to be represented by an ensemble of quantum states. For a variety of purposes it is convenient to specify a statistical state by giving the set of correlation functions of all possible orders corresponding to that state. It is therefore of value to study representations of the statistical state that make the calculation of correlation functions as direct as possible. One must of course satisfy oneself that a set of (acceptable) correlation functions defines the state uniquely.

By a systematic analysis of the structure and properties of the correlation functions we can identify the "modes," i.e., the natural one-photon wavefunctions, in terms of which the given correlation function, and so the associated states, assume their simplest form. Such an analysis basically brings out the consequences of the positivity properties of the density matrix and the Bose nature of light. ${ }^{2}$ Unlike the case, say, of hydrodynamic turbulence, ${ }^{3}$ the correlation functions for light obey uncoupled equations of propagation, ${ }^{4}$ and the interaction with matter can be treated perturbatively. This fact justifies the structure analysis of statistical states of the free electromagnetic field and also leads to a remarkable simplification in that we basically need study only systems with one degree of freedom.

Correlation functions for the quantized free electromagnetic field are defined as expectation values of normal ordered operator functions of the field. ${ }^{\text {S }}$ The diagonal coherent state representation ${ }^{6}$ of the density matrix therefore leads to expressions for these functions closely mimicking classical correlation functions defined as averages over classical statistical ensembles. ${ }^{4}$ The diagonal representation asserts that any density operator for a quantum system with one degree of freedom may be displayed in the form

$$
\begin{aligned}
& \rho=\int \phi(z)|z\rangle\langle z| d \mu(z) \\
& d \mu(z)=(1 / \pi) d^{2} z=(1 / \pi) d(\operatorname{Re} z) d(\operatorname{Im} z)
\end{aligned}
$$

Here $\phi$ is a $c$-number weight function, the coherent states $|z\rangle$ are eigenstates of the annihilation operator for complex eigenvalues $z$ and the integration is over the entire complex plane. ${ }^{6}$ These states taken for all $z$ form at the vector space level an overcomplete family' permitting a general vector to be expanded linearly in terms of them in more than one way. The diagonal representation for statistical states exploits this overcompleteness to avoid all nondiagonal outer products of coherent states in the above representation and so achieve a form similar to a classical ensemble. The weight function $\phi$ is generally a distribution belonging to the space $Z_{2}$. Nevertheless with this weight function all "normal ordered" correlation functions can be calculated as if the system were classical with the same weights. ${ }^{6}$ It must be stressed that we have here a description of the fully quantum mechanical system and not just of its classical limit or semiclassical approximation. The quantum nature of the system lies in the set of weights $\phi$ to be admitted, and in their properties. Such a description is valuable in any assessment of the information carried by a light beam.

For such a diagonal representation to exist it is necessary that the set of states used be overcomplete. A set of states constituting a complete, but not overcomplete, basis at the vector space level would represent almost all density operators in a nondiagonal form. Since a system with one degree of freedom already calls for a countably infinite set of basis vectors, we do expect every complete as well as overcomplete set to contain infinitely many elements. The coherent states form a two-parameter continuous infinity of states labelled by the real and imaginary parts of $z$. The question naturally arises as to whether there are "smaller" overcom-
plete families of states which are yet rich enough to permit a diagonal representation for any density operator in terms of them. More precisely, are there smaller families using which we can approximate any given density operator through expressions of the diagonal form to any desired accuracy?

We find that there are indeed such families which need not even be continuously infinite. There is a great variety of countable overcomplete sets of coherent states using any one of which arbitrarily good diagonal approximations to a given density operator can be obtained. ${ }^{8}$ It is curious, however, that if we spread these states "as uniformly as possible" over the complex $z$-plane, then these states must be more dense than one per unit phase cell in most parts of the phase plane. Indeed, Planck's constant fails to provide a natural size for cells in phase space with respect to which the density of such overcomplete sets may be meaningfully stated. This indicates yet another subtle aspect of quantum theory.

The picture of the general density operator for a light beam has then the following structure: The (electric) field is expanded in terms of a complete orthonormal set of natural modes. Under rather general conditions this is a discrete set. All these natural modes will generally contribute to the twopoint correlation function. The density operator can now be associated with a multivariate weight function in the excitations of these modes. If we use all the coherent states associated with the annihilation operator corresponding to each mode, we deal with the diagonal representation in its conventional form, and the weight function is in general a distribution in a discrete set of complex variables one per mode. We may alternatively choose a countable overcomplete set of coherent states to go with each mode, rich enough to allow diagonal-type approximations to any statistical state as far as this mode is concerned; thus any state with respect to this mode can be approximated through ensembles over the chosen discrete set of complex eigenvalues for the mode annihilation operator. And a general density operator for the total field system can be approximated arbitrarily closely by ensembles over the collection of discrete sets of eigenvlaues for the annihilation operators of all modes.

The plan of the paper is as follows. Section 1 gives a brief development of the quantum mechanics of a system with one degree of freedom mostly with a view to establishing notation and deriving certain results in a form to be used later. Sections 2 and 3 deal with the analysis of correlation functions and the unravelling of natural modes; both sections are primarily concerned with the descriptions of those parts of a statistical state that correspond to "large photon numbers." After preliminaries, Sec. 2 analyzes this aspect for a state for which it is assumed that a correlation function of some definite order obeys a condition of coherence. Section 3 on the other hand analyzes this aspect for a general state by a slightly different means. Section 4 introduces the Weyl operators and the associated expansions of density operators. The problem of the diagonal representation for operators is then identified with the one representing an arbitrary vector state in terms of linear combinations of subsets of coherent states. The basic tool here is the notion of a second Hilbert space made up of operators on the original one. In Sec. 5 we make
use of these results and those given in Sec. 1 to derive the general discrete-discrete approximation to the density operator of a light beam. Concluding remarks and some open problems make up Sec. 6.

## 1. QUANTUM THEORY OF ONE DEGREE OF FREEDOM

A classical one-dimensional harmonic oscillator with unit mass and frequency $\omega$ has canonical variables $q, p$ obeying equations of motion

$$
\begin{equation*}
\dot{q}=p, \quad \dot{p}=-\omega^{2} q . \tag{1.1}
\end{equation*}
$$

Use of the complex canonical variables

$$
\begin{equation*}
a=(\omega q+i p) / \sqrt{2 \omega}, \quad a^{*}=(\omega q-i p) / \sqrt{2 \omega} \tag{1.2}
\end{equation*}
$$

allows the solution of Eq. (1.1) to be completely expressed as
$a(t)=a(0) \exp (-i \omega t), \quad a^{*}(t)=a^{*}(0) \exp (i \omega t)$.
The instantaneous state of the oscillator is given by the value of the complex dynamical variable $a$, and as time advances the representative point in the $a$ plane describes a circle. This plane is a rescaled version of the phase space.

For a quantum system with one degree of freedom we have two unbounded Hermitian operators $q, p$ obeying the commutation relation

$$
\begin{equation*}
[q, p]=i \tag{1.4}
\end{equation*}
$$

(Planck's constant has been set equal to unity, and no special symbols such as carets are used to distinguish operators, as there will be no cause for confusion on this account.) This relation can be transcribed in terms of bounded operators by introducing the Weyl families of unitary operators

$$
\begin{align*}
U(\sigma)=\exp (i \sigma q), \quad V(\tau)= & \exp (i \tau p) \\
& -\infty<\sigma, \tau<\infty \tag{1.5}
\end{align*}
$$

Then Eq. (1.4) is equivalent to

$$
\begin{align*}
& U(\sigma) U\left(\sigma^{\prime}\right)=U\left(\sigma+\sigma^{\prime}\right) \\
& V(\tau) V\left(\tau^{\prime}\right)=V\left(\tau+\tau^{\prime}\right) \\
& U(\sigma) V(\tau)=V(\tau) U(\sigma) \exp (-i \sigma \tau) \tag{1.6}
\end{align*}
$$

Setting the frequency $\omega$ equal to unity for simplicity, the annihilation operator $a$ and its Hermitian adjoint $a^{\dagger}$ are defined, following the classical definition (1.2), as

$$
\begin{equation*}
a=(q+i p) / \sqrt{2}, \quad a^{\dagger}=(q-i p) / \sqrt{2} \tag{1.7}
\end{equation*}
$$

and then the commutation relation (1.4) appears as

$$
\begin{equation*}
\left\{a, a^{\dagger}\right\}=1 \tag{1.8}
\end{equation*}
$$

Coherent states ${ }^{9}$ are eigenvectors of the annihilation operator,

$$
\begin{equation*}
a|z\rangle=z|z\rangle \tag{1.9}
\end{equation*}
$$

with the eigenvalue $z$ being any complex number. These states are normalizable, and when normalized to unity their Schrödinger wavefunctions may be taken to be

$$
\begin{equation*}
\left\langle q^{\prime} \mid z\right\rangle=\pi^{-1 / 4} \exp \left[-\frac{1}{2}\left(q^{\prime}-z \sqrt{2}\right)^{2}-\frac{1}{2} z\left(z^{*}-z\right)\right] \tag{1.10}
\end{equation*}
$$

No two of these states are mutually orthogonal as one has

$$
\begin{equation*}
\left\langle z \mid z^{\prime}\right\rangle=\exp \left(-\frac{1}{2}|z|^{2}-\frac{1}{2}\left|z^{\prime}\right|^{2}+z^{*} z^{\prime}\right) \tag{1.11}
\end{equation*}
$$

The coherent states taken together for all complex $z$ are complete as they furnish a resolution of the identity in the form ${ }^{10}$

$$
\begin{equation*}
\psi=\int|z\rangle\langle z| d \mu(z) \equiv(1 / \pi) \int|z\rangle\langle z| d^{2} z . \tag{1.12}
\end{equation*}
$$

Actually, however, they are overcomplete, as one can easily exhibit linear dependences among them in the form of integral relationships. On the other hand any finite number of distinct coherent states are linearly independent. We come back to the use of Eq. (1.12) in a moment.

We can rewrite the operators (1.5) of the Weyl family in the form

$$
\begin{align*}
& U(\sigma)=\exp \left[i \sigma\left(a+a^{\dagger}\right) \curvearrowright \sqrt{2}\right] \\
& V(\tau)=\exp \left[\tau\left(a-a^{\dagger}\right) / \sqrt{2}\right] \tag{1.13}
\end{align*}
$$

This motivates the introduction of the more general Weyl family of unitary operators

$$
\begin{align*}
W(\alpha)= & \exp \left(\alpha a^{\dagger}-\alpha^{*} a\right) \\
= & U\left(\frac{\alpha-\alpha^{*}}{\sqrt{2}}\right) V\left(-\frac{\alpha+\alpha^{*}}{\sqrt{2}}\right) \\
& \times \exp \left(\frac{\alpha^{* 2}-\alpha^{2}}{4}\right) \tag{1.14}
\end{align*}
$$

where $\alpha$ is any complex number. This family will be put to use in Sec. 4. At this point we note the diagonal coherent state matrix elements of these operators,

$$
\begin{equation*}
\langle z| W(\alpha)|z\rangle=\exp \left(-\frac{1}{2}|\alpha|^{2}+\alpha z^{*}-\alpha^{*} z\right) \tag{1.15}
\end{equation*}
$$

Because of the overcompleteness of coherent states, one expects to be able to "expand" any state $|\psi\rangle$ in terms of them in more than one way. A particular expansion is supplied by the resolution of the identity, Eq. (1.12); one has for any $|\psi\rangle$,

$$
\begin{equation*}
|\psi\rangle=\int\langle z \mid \psi\rangle|z\rangle d \mu(z) . \tag{1.16}
\end{equation*}
$$

The particular "wavefunction" occurring in this expansion has certain characteristic features. If for convenience we write

$$
\begin{equation*}
\left\langle z^{*} \mid \psi\right\rangle=\exp \left(-\frac{1}{2}|z|^{2}\right) f(z), \tag{1.17}
\end{equation*}
$$

then $f(z)$ is an entire analytic function whose behavior for large $|z|$ is controlled by

$$
\begin{equation*}
|f(z)| \leqslant \||\psi\rangle \| \exp \left(\frac{1}{2}|z|^{2}\right) \tag{1.18}
\end{equation*}
$$

Using Eq. (1.10) we can relate $f(z)$ to the Schrödinger wavefunction of $|\psi\rangle$ through

$$
\begin{align*}
f(z)= & \pi^{-1 / 4} \exp \left(-\frac{1}{2} z^{2}\right) \int_{-\infty}^{\infty} \psi\left(q^{\prime}\right) \\
& \times \exp \left(-\frac{1}{2} q^{\prime 2}+q^{\prime} z \sqrt{2}\right) d q^{\prime} \tag{1.19}
\end{align*}
$$

An alternative expansion possibility arises by consider ing a suitable subset of coherent states. One choice of subset is given by $|i \sqrt{2} r\rangle$ for all real $r$. If we tentatively write an expansion

$$
\begin{equation*}
|\psi\rangle=\pi^{-1 / 2} \int_{-\infty}^{\infty} v(r)|i \sqrt{2} r\rangle d r \tag{1.20}
\end{equation*}
$$

a means must be found to evaluate the weight function $v(r)$. One way is to take the scalar product of both sides of Eq. (1.20) with another vector of the subset, $\left|i \sqrt{2} r^{\prime}\right\rangle$. Then use of Eq. (1.11), (1.17), (1.19) gives:

$$
\begin{align*}
\int_{-\infty}^{\infty} & v(r) \exp \left[-\left(r-r^{\prime}\right)^{2}\right] d r \\
& =\pi^{1 / 4} \int_{-\infty}^{\infty} \psi\left(q^{\prime}\right) \exp \left(-\frac{1}{2} q^{\prime 2}+2 i r^{\prime} q^{\prime}\right) d q^{\prime} \tag{1.21}
\end{align*}
$$

so that
$v(r)=\pi^{-1 / 4} \int_{-\infty}^{\infty} \psi\left(q^{\prime}\right) \exp \left(\frac{1}{2} q^{\prime 2}\right) \exp \left(2 i r q^{\prime}\right) d q^{\prime}$.
Since the integrand may grow fast at infinity the weight function $v(r)$ may not be an ordinary function but a distribution (in the family $Z_{2}$ ). Alternately we may take the scalar product of the two sides of Eq. (1.20) with a coherent state
$|\sqrt{2} s\rangle, s$ real, to obtain

$$
\langle\sqrt{2} s \mid \psi\rangle=\pi^{-1 / 2} \int_{-\infty}^{\infty} v(r) \exp \left(-s^{2}-r^{2}+2 i r s\right) d r
$$

so that

$$
\begin{equation*}
v(r)=\frac{\exp \left(r^{2}\right)}{\sqrt{\pi}} \int_{-\infty}^{\infty}\langle\sqrt{2} s \mid \psi\rangle \exp \left(s^{2}-2 i r s\right) d s \tag{1.23}
\end{equation*}
$$

The two possible expansions (1.16, 1.20), with characteristically different properties for their integrands, use, respectively, a two-parameter and a one-parameter continuous infinity of coherent states. Instead of such expansions, if we were satisfied with merely being able to approximate arbitrarily closely to any $|\psi\rangle$ through combinations of coherent states, more economical possibilities in terms of the socalled characteristic sets exist. ${ }^{11}$ A set $S$ of points in the complex plane is a characteristic set if we can assert that

$$
\begin{equation*}
\langle z \mid \psi\rangle=0, \quad z \in S \Rightarrow|\psi\rangle=0 \tag{1.24}
\end{equation*}
$$

A set $S$ with a finite limit point; the set of all real numbers; the set of all imaginary numbers; any sequence $\left\{z_{n}\right\}$ of distinct nonzero complex numbers for which

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left|z_{n}\right|^{-2-\epsilon}=\infty \tag{1.25}
\end{equation*}
$$

for some positive $\epsilon$-all these are examples of characteristic sets. Let us restrict ourselves to discrete sets. In terms of the corresponding coherent states $\left|z_{n}\right|$ we could approximate a given $|\psi\rangle$ to arbitrary accuracy: For each $\eta>0$ we can find an integer $N(\eta)$ and coefficients $b_{n}(\eta)$ such that

$$
\begin{equation*}
\left|\left||\psi\rangle-\sum_{n=1}^{N(\eta)} b_{n}(\eta)\right| z_{n}\right\rangle|\mid<\eta \tag{1.26}
\end{equation*}
$$

However, for a general vector $|\psi\rangle$ there is no guarantee that there exists a definite set of coefficients $b_{n}$ such that the sequence of vectors

$$
\left|\psi_{N}\right\rangle=\sum_{n=1}^{N} b_{n}\left|z_{n}\right\rangle
$$

forms a Cauchy sequence converging to $|\psi\rangle$.

We conclude this resumé of the properties of coherent states by quoting one more interesting example of a characteristic set and mentioning a property of such sets in general. The example, due to von Neumann and Perelomov, ${ }^{12}$ is the set made up of points in the complex plane of the form

$$
z=\sqrt{s}(l+i m), \quad l, m=0, \pm 1, \pm 2, \cdots \quad ; s<\pi .(1.27)
$$

Thus by essentially picking one coherent state in a phase volume smaller than a unit cell in phase space we get a set with which any $|\psi\rangle$ can be approximated arbitrarily closely. The property of characteristic sets we have in mind is this: if from any such set $S$ any finite number of points are removed, the remaining points still make up a characteristic set.

## 2. CORRELATION FUNCTIONS AND NATURAL MODES

The free electromagnetic field may be characterized either by the transverse vector potential $\mathbf{A}(\mathbf{r}, \mathbf{t})$ or by the electric field $\mathbf{E}(\mathbf{r}, \mathrm{t})$, both of which are transverse and gauge invariant. The interaction Hamiltonian of an electron with the field ${ }^{13}$ is expressed in terms of A directly, so that theoretical expressions relating to experiments based on photoelectric detection naturally involve A also. ${ }^{14}$ We shall thus choose A as the basic variable for defining correlation functions, though one can always pass to the variable $\mathbf{E}$ by time differentiation. The positive frequency part of $\mathbf{A}(\mathbf{r}, \mathbf{t})$, sometimes called the analytic signal, ${ }^{15,4}$ consists entirely of annihilation operators and has the time dependence

$$
\begin{equation*}
\mathbf{A}^{(+)}(\mathbf{r}, \boldsymbol{t})=e^{-\hat{i \omega t} t} \mathbf{A}^{(+)}(\mathbf{r}, 0) \tag{2.1}
\end{equation*}
$$

where $\widehat{\omega}$ is the (positive) frequency operator defined by the wave equation

$$
\begin{equation*}
\left(\nabla^{2}+\widehat{\omega^{2}}\right) \mathbf{A}^{(+)}(\mathbf{r}, 0)=0, \quad \widehat{\omega}=\left(-\nabla^{2}\right)^{1 / 2} \tag{2.2}
\end{equation*}
$$

The transversality of $\mathbf{A}^{(+)}$is expressed by

$$
\begin{equation*}
\nabla \cdot \mathbf{A}^{(+)}(\mathbf{r}, t)=0 \tag{2.3}
\end{equation*}
$$

Therefore, there are only two independent components to $\mathbf{A}^{(+)}$. In momentum space these are the components orthogonal to the momentum direction, and may be chosen to be the two circular polarizations denoted by a two-valued polarization index $\epsilon$. Therefore, we may write for the vector potential,

$$
\begin{equation*}
\mathbf{A}^{(+)}(\mathbf{r}, t) \rightarrow V(\mathbf{r}, \epsilon, t) \equiv V(x, t) \tag{2.4}
\end{equation*}
$$

When it is not essential to indicate the polarization index $\epsilon$ explicitly, it will be combined with the position vector $\mathbf{r}$ into a single symbol $x$; and formal integration over $x$ will mean a sum over $\epsilon$ plus ordinary integration over space. The time $t$ is not combined into $x$ in this way. In fact in all the following analysis we shall be concerned only with conditions at one instant of time, and time variables $t$ will be dropped entirely.

Let some statistical state of the field be given, and let the corresponding density operator be $\rho$. The general ( $m, n$ ) order correlation function is defined as the expectation value of the normal-ordered product ${ }^{5}$ of $m$ negative frequency (creation) field operators and $n$ positive frequency (annihilation) field operators:

$$
\begin{align*}
& \Gamma^{(m, n)}\left(x_{1}, x_{2}, \ldots, x_{m}: y_{1}, y_{2}, \ldots, y_{n}\right) \\
& \quad=\left\langle V\left(x_{1}\right)^{\dagger} \ldots V\left(x_{m}\right)^{\dagger} V\left(y_{1}\right) \ldots V\left(y_{n}\right)\right\rangle \\
& \quad=\operatorname{Tr}\left[V\left(y_{1}\right) \ldots V\left(y_{n}\right) \rho V\left(x_{1}\right)^{\dagger} \ldots V\left(x_{m}\right)^{\dagger}\right] . \tag{2.5}
\end{align*}
$$

Here, $m$ and $n$ are nonnegative integers, and for given values of these, the correlation function depends symmetrically on the $m x$ 's and also on the $n y$ 's. For conciseness, we may write $\Gamma^{(m, n)}(x ; y)$ for the above correlation function; the superscripts imply that $x$ actually stands for $m$ arguments, each consisting of a position vector and a polarization label, etc. As seen by inspection of Eq. (2.5), the following relation holds,

$$
\begin{equation*}
\Gamma^{(n, m)}(y, x)=\left[\Gamma^{(m, n)}(x ; y)\right]^{*} . \tag{2.6}
\end{equation*}
$$

Further, for $m=n$, the "matrix" $\Gamma^{(m, m)}(x ; y)$ with continuous matrix indices $x$ and $y$ is nonnegative,

$$
\begin{align*}
& \int d x_{1} \cdots d x_{m} d y_{1} \cdots d y_{m} f\left(x_{1} \cdots x_{m}\right) * \Gamma^{(m, m)}(x ; y) f\left(y_{1} \cdots y_{m}\right) \\
& \quad \geqslant 0 . \tag{2.7}
\end{align*}
$$

More generally, we may view the entire collection $\Gamma^{(m, n)}(x ; y)$ as constituting a giant matrix $\Gamma$ in which $\Gamma^{(m, n)}$ stands in the ( $m, n$ ) position when $\Gamma$ is partitioned. ${ }^{16}$ If similarly $f$ is a giant vector at whose $m$ th position stands a symmetric function $f_{m}\left(x_{1}, \ldots, x_{n}\right)$ of $m x$ 's, then we may identify $\Gamma$ as a nonnegative matrix according to

$$
\begin{align*}
f^{\dagger} \Gamma f & \equiv \sum_{m, n=0}^{\infty} \int d x_{1} \cdots d x_{m} d y_{1} \cdots d y_{n} f_{m}\left(x_{1} \cdots x_{m}\right) \\
& \times * \Gamma^{(m, n)}(x ; y) f_{n}\left(y_{1} \cdots y_{n}\right) \geqslant 0 \tag{2.8}
\end{align*}
$$

We now wish to study in more detail some general properties of these correlation functions, especially for "large" orders.

For this purpose we introduce the family of "optical discriminants" $\Delta^{(m, n)}(x ; y)$ according to

$$
\begin{align*}
\Delta^{(m, n)}(x ; y) \equiv & \Gamma^{(m, m)} \Gamma^{(n, n)}(y ; y) \\
& -\Gamma^{(m, n)}(x ; y) \Gamma^{(n, m)}(y ; x) \tag{2.9}
\end{align*}
$$

These are real functions of the indicated variables, and the essential point in the definition is that these are nonnegative quantities. In fact, in terms of the operator combination

$$
\begin{align*}
G^{(m, n)}(x ; y)= & \Gamma^{(n, n)}(y ; y) V\left(x_{1}\right) \cdots V\left(x_{m}\right) \\
& -\Gamma^{(n, m)}(y ; x) V\left(y_{1}\right) \cdots V\left(y_{n}\right), \tag{2.10}
\end{align*}
$$

we have

$$
\begin{align*}
& \Delta^{(m, n)}(x ; y) \Gamma^{(n, n)}(y ; y) \\
& \quad=\operatorname{Tr}\left(G^{(m, n)}(x ; y) \rho G^{(m, n)}(x ; y)^{\dagger} \geqslant 0,\right. \tag{2.11}
\end{align*}
$$

so that (provided $\Gamma^{(n, n)}$ does not vanish identically) it follows that

$$
\begin{equation*}
\Delta^{(m, n)}(x ; y) \geqslant 0 \tag{2.12}
\end{equation*}
$$

Another expression of this result can be given in terms of the "coherence indices." The coherence index of order $(m, n)$ is defined to be

$$
\begin{equation*}
S^{(m, n)}(x ; y)=\Gamma^{(m, n)}(x ; y) /\left[\Gamma^{(m, m)}(x ; x) \Gamma^{(n, n)}(y ; y)\right]^{1 / 2} \tag{2.13}
\end{equation*}
$$

Then Eq. (2.12) says the same thing as

$$
\begin{equation*}
0 \leqslant\left|S^{(m, n)}(x ; y)\right| \leqslant 1 \tag{2.14}
\end{equation*}
$$

Let us now have a statistical state $\rho$ for which it is given that for a certain pair of integers $(m, n)$, the inequality in Eq. (2.12) becomes an equality for all choices of $x$ and $y$. (We assume that $\Gamma^{(n, n)}$ is not identically vanishing, and without loss of generality set $m \geqslant n$.) Equivalently, $\rho$ is such that the coherence index of order $(m, n)$ is unimodular for all arguments:

$$
\begin{equation*}
\left|S^{(m, n)}(x ; y)\right|=1 \tag{2.15}
\end{equation*}
$$

Two interesting questions arise: (i) what can be said about the other correlation functions $\Gamma^{\left(m^{\prime}, n^{\prime}\right)}$; (ii) what is the form of the most general $\rho$ that leads to Eq. (2.15)? We examine these in turn, basing the analysis just on positivity of $\rho$ and the Bose nature of $V$. The characteristic differences between the cases $m=n$ and $m>n$ will be pointed out at the appropriate places.

As pointed out elsewhere ${ }^{16}$ that the coherence indices have a maximum modulus of unity may be seen as a consequence of Schwarz's inequality as applied to the $m$-fold and $n$-fold products of the field operator. The coherence index may be viewed as a generalized visibility index. In the analysis of Ref. 16 it was concluded that unimodularity of $A(n, n)$ implies it for all $S\left(m^{\prime}, n^{\prime}\right)$ with $\max \left(m^{\prime}, n^{\prime}\right) \geqslant n$. We shall see below that an even stronger conclusion can be derived from the unimodularity of $S(m, n)$ with $m \neq n$.

The vanishing of $\Delta^{(m, n)}(x ; y)$, combined with Eq. (2.11) and the fact that $\rho$ is nonnegative, leads to the following operator condition on $\rho$ :

$$
\begin{equation*}
V\left(x_{1}\right) \cdots V\left(x_{m}\right) \rho=\left[\Gamma^{(n, m)}(y ; x) / \Gamma^{(n, n)}(y ; y)\right] V\left(y_{1}\right) \cdots V\left(y_{n}\right) \rho \tag{2.16}
\end{equation*}
$$

This is to be satisfied for all independent choices of the $x$ 's and $y$ 's. This is easily exploited to give the relations

$$
\begin{align*}
\Gamma^{(m, n)}(x ; y) & =\Gamma^{(m, n)}\left(x ; y^{\prime}\right) \Gamma^{(n, n)}\left(y^{\prime} ; y\right) / \Gamma^{(n, n)}\left(y^{\prime} ; y^{\prime}\right) \\
& =\Gamma^{(m, m)}\left(x ; x^{\prime}\right) \Gamma^{(m, n)}\left(x^{\prime} ; y\right) / \Gamma^{(m, m)}\left(x^{\prime} ; x^{\prime}\right) \tag{2.17}
\end{align*}
$$

where again all arguments may be chosen independently. Stated in terms of the coherence indices, these relations are

$$
\begin{align*}
S^{(m, n)}(x ; y) & =S^{(m, n)}\left(x ; y^{\prime}\right) S^{(n, n)}\left(y^{\prime} ; y\right) \\
& =S^{(m, m)}\left(x ; x^{\prime}\right) S^{(m, n)}\left(x^{\prime} ; y\right) \tag{2.18}
\end{align*}
$$

In boths Eqs. (2.17) and (2.18) we have two independent relations only if $m>n$. These functional equations imply that each of the three coherence indices has a separable dependence on its two sets of arguments:

$$
\begin{align*}
& S^{(m, n)}(x ; y)=S^{(m)}(x) / S^{(n)}(y) \\
& S^{(m, m)}\left(x ; x^{\prime}\right)=S^{(m)}(x) / S^{(m)}\left(x^{\prime}\right) \\
& S^{(n, n)}\left(y ; y^{\prime}\right)=S^{(n)}(y) / S^{(n)}\left(y^{\prime}\right) \tag{2.19}
\end{align*}
$$

We have here a symmetric function $S^{(m)}$ of $m$ arguments and
another $S^{(n)}$ of $n$ arguments, the two coinciding for $m=n$. Then Eq. (2.15) shows that $S^{(m)}$ and $S^{(n)}$ may each be taken to be unimodular, which in turn leads to both $S^{(m, m)}$ and $S^{(n, n)}$ being unimodular along with $S^{(m, n)}$.

The result (2.19) can now be fed into the operator condition (2.16) on $\rho$, and this then takes the form

$$
\begin{align*}
& V\left(x_{1}\right) \cdots V\left(x_{m}\right) \rho=\left[\alpha^{(m)}(x) / \alpha^{(n)}(y)\right] V\left(y_{1}\right) \cdots V\left(y_{n}\right) \rho \\
& \alpha^{(m)}(x) \equiv\left[\Gamma^{(m, m)}(x, x)\right]^{1 / 2} / S^{(m)}(x) \\
& \alpha^{(n)}(y) \equiv\left[\Gamma^{(n, n)}(y, y)\right]^{1 / 2} / S^{(n)}(y) \tag{2.20}
\end{align*}
$$

Once again we note that we have two distinct symmetric functions $\alpha^{(m)}$ and $\alpha^{(n)}$ when $m>n$ and just one when $m=n$, and the operator condition holds for all choices of $x$ 's and $y$ 's. We now exploit the fact that any two $V$ 's commute:

$$
V(\xi) V\left(x_{1}\right) \cdots V\left(x_{m}\right) \rho=V\left(x_{1}\right) V(\xi) \cdots V\left(x_{m}\right) \rho
$$

i.e.,

$$
\begin{align*}
V(\xi)[ & \left.V\left(y_{1}\right) \cdots V\left(y_{n}\right) / \alpha^{(n)}(y)\right] \rho \\
= & {\left[\alpha^{(m)}\left(\xi, x_{2}, \ldots, x_{m}\right) / \alpha^{(m)}\left(x_{1}, x_{2}, \ldots, x_{m}\right)\right] } \\
& \times V\left(x_{1}\right)\left[V\left(y_{1}\right) \cdots V\left(y_{n}\right) / \alpha^{(n)}(y)\right] \rho \tag{2.21}
\end{align*}
$$

Since the right-hand side must be independent of $x_{n}, \ldots, x_{m}$, it follows in the first instance that the dependence of $\alpha^{(m)}$ on its first argument must separate from its dependence on the remaining ones; but since $\alpha^{(m)}$ is a symmetric function, it must factorize all the way. Thus we get the result ${ }^{17}$

$$
\begin{equation*}
\alpha^{(m)}(x)=C_{m} u\left(x_{1}\right) \cdots u\left(x_{m}\right) \tag{2.22}
\end{equation*}
$$

where we assume $u(x)$ is a normalized "mode" function, and $C_{m}$ is a constant. By a parallel argument, for $m>n$, we have

$$
\begin{equation*}
\alpha^{(n)}(y)=C_{n} v\left(y_{1}\right) \cdots v\left(y_{n}\right), \tag{2.23}
\end{equation*}
$$

but it is easy to show that $v$ must coincide with $u$. Assuming this done, the operator condition (2.16), or equally well (2.20), on $\rho$ has the form

$$
\begin{align*}
V\left(x_{1}\right) \cdots V\left(x_{m}\right) \rho= & {\left[C_{m} u\left(x_{1}\right) \cdots u\left(x_{m}\right) / C_{n} u\left(y_{1}\right) \cdots u\left(y_{n}\right)\right] } \\
& \times V\left(y_{1}\right) \cdots V\left(y_{n}\right) \rho \tag{2.24}
\end{align*}
$$

To fully exploit the fact that this must hold for all $x$ and $y$, let us introduce the annihilation operator $a$ for the mode $u$, and its adjoint as

$$
\begin{equation*}
a=\int(d x) u^{*}(x) V(x), \quad a^{\dagger}=\int d x u(x) V(x)^{\dagger} \tag{2.25}
\end{equation*}
$$

Then Eq. (2.24) is equivalent to three conditions on $\rho$ :

$$
\begin{align*}
& V\left(x_{1}\right) \cdots V\left(x_{m}\right) \rho=u\left(x_{1}\right) \cdots u\left(x_{m}\right) a^{m} \rho  \tag{2.26a}\\
& V\left(y_{1}\right) \cdots V\left(y_{n}\right) \rho=u\left(y_{1}\right) \cdots u\left(y_{n}\right) a^{n} \rho  \tag{2.26b}\\
& a^{m} \rho=\left(C_{m} / C_{n}\right) a^{n} \rho . \tag{2.26c}
\end{align*}
$$

For $m=n$, the first two conditions coincide while the third is vacuous. We shall see later that for $m>n(2.26 c)$ is a very strong condition on $\rho$.

We have demonstrated thus far that Eqs. (2.26) are necessary consequences of Eq. (2.15); if the latter is valid, there
is some mode function $u(x)$ with associated operator $a$, and constants $C_{m}, C_{n}$, such that Eqs. (2.26) are obeyed by $\rho$. The converse is also true: From Eqs. (2.26) we can obtain Eq. (2.15). We easily get the results, given (2.26):

$$
\begin{align*}
& \Gamma^{(m, n)}(x ; y)=u\left(x_{1}\right)^{* \ldots u\left(y_{n}\right) \operatorname{Tr}\left(a^{n} \rho a^{\dagger m}\right)} \\
& \Gamma^{(m, m)}\left(x ; x^{\prime}\right)=u\left(x_{1}\right)^{*} \ldots u\left(x_{m}^{\prime}\right) \operatorname{Tr}\left(a^{m} \rho a^{\dagger m}\right) \\
& \Gamma^{(n, n)}\left(y ; y^{\prime}\right)=u\left(y_{1}\right)^{*} \cdots u\left(y_{n}^{\prime}\right) \operatorname{Tr}\left(a^{n} \rho a^{\dagger n}\right) \tag{2.27}
\end{align*}
$$

and from here, remembering Eq. (2.26c), the unimodularity of $S^{(m, n)}$ follows. Moreover, the factorizability of all correlation function $\Gamma^{\left(m^{\prime}, n^{\prime}\right)}$ for $m^{\prime}, n^{\prime} \geqslant n$ is an easy consequence of Eqs. (2.26) ${ }^{16}$ :

$$
\begin{align*}
& \Gamma^{\left(m^{\prime}, n^{\prime}\right)}(x ; y)=g^{\left(m^{\prime}, n^{\prime}\right)} u\left(x_{1}\right)^{*} \ldots u\left(y_{n^{\prime}}\right), \\
& g^{\left(m^{\prime}, n^{\prime}\right)}=\operatorname{Tr}\left(a^{n^{\prime}} \rho a^{\dagger m^{\prime}}\right), \quad m^{\prime}, n^{\prime} \geqslant n . \tag{2.28}
\end{align*}
$$

In particular, if the optical discriminant $\boldsymbol{\Delta}^{(1,1)}$ vanishes so that the two-point correlation function $\Gamma^{(1,1)}(x ; y)$ factorizes, then all correlation functions, including the ones $\Gamma^{(m, 0)}$ and $\Gamma^{(0, m)}$, will factorize in terms of just one mode function $u(x)$, and the statistical state may be said to be "mode pure." This is not necessarily a coherent state, but it will be so provided

$$
\begin{equation*}
\operatorname{Tr}\left(a^{n} \rho a^{\dagger m}\right)=z^{n} z^{*} m \tag{2.29}
\end{equation*}
$$

for some complex $z$ and all $m, n \geqslant 0$.
The second part of the analysis concerns the most general form $\rho$ can have if Eq. (2.15) is to be satisfied. We know that we must find the most general solution to Eqs. (2.26); of these, Eq. (2.26a) is a consequence of Eq. (2.26b) if $m>n$, so we need solve just Eqs. (2.26b) and (2.26c), which we write again for definiteness:

$$
\begin{align*}
& V\left(y_{1}\right) \cdots V\left(y_{n}\right) \rho=u\left(y_{1}\right) \cdots u\left(y_{n}\right) a^{n} \rho  \tag{2.30a}\\
& a^{m} \rho=\left(C_{m} / C_{n}\right) a^{n} \rho \tag{2.30b}
\end{align*}
$$

The case $m=n$ [when (2.30b) is empty] is taken up first, the case $m>n$ later. To begin with, we recall the general form of $\rho$, given that it is Hermitian, nonnegative, and of unit trace, its eigenvalues $\rho_{j}$ form a discrete set summing up to unity. If the corresponding eigenvectors are $\left\langle\psi_{j}\right\rangle$, we have:

$$
\begin{equation*}
\rho=\sum_{j} \rho_{j}\left|\psi_{j}\right\rangle\left\langle\psi_{j}\right|, \quad \rho_{j}>0, \quad \sum_{j} \rho_{j}=1 . \tag{2.31}
\end{equation*}
$$

There are, naturally, no terms here corresponding to zero being a possible eigenvalue of $\rho$; the $\left|\psi_{j}\right\rangle$ will be an orthonormal set which is in general not a complete one but can always be extended to a complete orthonormal set. Now it can be seen that even if the vectors $\left|\psi_{j}\right\rangle$ are not pairwise orthogonal, the expression in Eq. (2.31) yields an acceptable density matrix provided only that the numbers $\rho_{j}$ remain positive, sum up to unity, and each $\left|\psi_{j}\right\rangle$ is of norm unity. In this more general situation, we do not interpret the $\rho_{j}$ and $\left|\psi_{j}\right\rangle$ as eigenvalues and eigenvectors of $\rho$, but interpret $\rho$ as being a convex combination of the pure state density operators $\left|\psi_{j}\right\rangle\left\langle\psi_{j}\right|$. It follows that we need find the most general solutions to Eqs. (2.30) assuming $\rho$ to be as given in Eq. (2.31) but need not insist that the $\left|\psi_{j}\right\rangle$ be pairwise orthogonal. But the fact that the constants $\rho_{j}$ in Eqs. (2.30) are positive is enough to show that the operator conditions developed above for $\rho$ must in fact be satisfied by each $\left|\psi_{j}\right\rangle$; it is
not necessary, in order to make this statement, that (2.30) be an expansion of $\rho$ in terms of its eigenvalues and eigenvectors. Specifically, each of Eqs. (2.16), (2.20), (2.24), (2.26), and (2.30) must remain valid if $\left|\psi_{j}\right\rangle$ replaces $\rho$ in them.

For the case $m=n$, we choose any normalized mode function $u$ and ask for the most general vector $\left|\psi_{j}\right\rangle$ obeying

$$
\begin{equation*}
V\left(x_{\mathrm{t}}\right) \cdots V\left(x_{m}\right)|\psi\rangle=u\left(x_{1}\right) \cdots u\left(x_{m}\right) a^{m}|\psi\rangle \tag{2.32}
\end{equation*}
$$

If $u(x)$ is chosen as the first member of a complete orthonormal set $\left(u, v_{1}, v_{2}, \cdots\right)$ and the field $V(x)$ is expanded as

$$
\begin{equation*}
V(x)=u(x) a+\sum_{\alpha} v_{\alpha}(x) b_{\alpha} \tag{2.33}
\end{equation*}
$$

then the content of Eq. (2.32) can be stated in words thus: $|\psi\rangle$ must be annihilated by every product of $m$ annihilation operators provided at least one of them is one of the $b_{\alpha} \cdot|\psi\rangle$ must be of the form

$$
\begin{equation*}
|\psi\rangle=\left\{F\left(a^{\dagger}\right)+P^{(m-1)}\left[V^{\dagger}(x)\right]\right\}|0\rangle \tag{2.34}
\end{equation*}
$$

where $F$ is an arbitrary function of its argument and $P^{(m-1)}$ is a polynomial functional of the creation field $V^{\dagger}$ of degree not more than $(m-1)$. We may take any number of such (normalized) vectors $\left|\psi_{j}\right\rangle$, choose any positive constants $\rho_{j}$ summing to unity, and put them into Eq. (2.31) to get the most general statistical state $\rho$ for which the ( $m, m$ ) optical discriminant vanishes identically. The quantities to be chosen freely are the mode function $u$, the functions $F_{j}$, the functionals $P_{j}^{(m-1)}$, and the $\rho_{j}$.

For the case $m=n+N, N \geqslant 1$, we choose again a mode $u(x)$ and a complex number $z$,

$$
\begin{equation*}
C_{m} / C_{n}=z^{N} . \tag{2.35}
\end{equation*}
$$

We then look for the general solution $|\psi\rangle$ to

$$
\begin{align*}
& V\left(x_{1}\right) \cdots V\left(x_{n}\right)|\psi\rangle=u\left(x_{1}\right) \cdots u\left(x_{n}\right) a^{n}|\psi\rangle  \tag{2.36a}\\
& a^{N}\left(a^{n}|\psi\rangle\right)=z^{N}\left(a^{n}|\psi\rangle\right) . \tag{2.36b}
\end{align*}
$$

As in Eq. (2.34), Eq. (2.36a) is solved by

$$
\begin{equation*}
|\psi\rangle=\left\{F\left(a^{\dagger}\right)+P^{(n-1)}\left[V(x)^{\dagger}\right]\right\}|0\rangle, \tag{2.37}
\end{equation*}
$$

but now the function $F$ is severely restricted by the remaining condition (2.36b). In fact, apart from the freedom to add a polynomial of degree ( $n-1$ ) in $a^{\dagger}$ (which could be absorbed in $P^{(n-1)}$ ), we find

$$
\begin{equation*}
F\left(a^{\dagger}\right)=\sum_{r=0}^{N-1} \beta_{r} \exp \left(e^{2 \pi i r / N_{z} a^{\dagger}}\right) \tag{2.38}
\end{equation*}
$$

where $\beta_{r}$ are arbitrary constants. Thus the acceptable states $|\psi\rangle$ are largely determined in terms of coherent states as defined in the last section, with respect to the mode $u$ :

$$
\begin{equation*}
|\psi\rangle=\sum_{r=0}^{N} \beta_{r}^{1}\left|z e^{2 \pi i r / N}\right\rangle_{u}+P^{(n-1)}[V(x)]^{\dagger}|0\rangle \tag{2.39}
\end{equation*}
$$

Once again taking several such (normalized) vectors $\left|\psi_{j}\right\rangle$ and choosing $\rho_{j}$, having first picked a $u(x)$ and a $z$, we get via Eq. (2.31) the most general statistical state with unimodular coherence index of order ( $m, n$ ).

## 3. ENUMERATION OF EXCITED MODES

In the previous section we discovered the general form
of a statistical state for which it was assumed that some definite optical discriminant $\Delta^{(m, n)}$ vanished identically. The parts of $\rho$ corresponding to "large" (greater than or equal to $n$ ) total photon numbers was to a considerable extent determined, and was seen to depend on just one single mode function $u(x)$. Now we outline a method of directly analyzing these components of $\rho$ without assuming anything about the optical discriminants. As is to be expected, the large photon number description of $\rho$ will involve more than just one mode function in general.

The total photon number operator, $N$, is given in terms of the potential $\mathbf{A}$ and field $\mathbf{E}$ as

$$
\begin{equation*}
N=-2 i \int d^{3} r \mathbf{A}^{(+)}(\mathbf{r})^{\dagger} \cdot \mathbf{E}^{(+)}(\mathbf{r}) \tag{3.1}
\end{equation*}
$$

Since $\mathbf{E}^{(+)}$is $i \omega$ times $\mathbf{A}^{(+)}$, where $\omega$ is the frequency operator, we can rewrite $N$ in the form

$$
\begin{equation*}
N=\int d x d y V(x)^{\dagger} H(x, y) V(y) \tag{3.2}
\end{equation*}
$$

where we have denoted the Fourier transform of $2 \omega$ by $H(x, y)$, and the integrations include polarization sums. Let us now start with the ( $n, n$ ) order correlation function $\Gamma^{(n, n)}(x ; y)$,

$$
\begin{equation*}
\Gamma^{(n, n)}(x ; y)=\operatorname{Tr}\left[V\left(y_{1}\right) \cdots V\left(y_{n}\right) \rho V\left(x_{1}\right)^{\dagger} \ldots V\left(x_{n}\right)^{\dagger}\right] \tag{3.3}
\end{equation*}
$$

Since the trace is unchanged by cyclic permutation of its arguments, and since any two $V$ 's ( $V^{\dagger}$ 's) commute, we can use Eq. (3.2) to "contract" one $V$ and one $V^{\dagger}$ and produce an $N$ at the proper place within the trace:

$$
\begin{align*}
& \int H\left(x_{1}, y_{1}\right) \Gamma^{(n, n)}(x ; y) d x_{1} d y_{1} \\
& =\operatorname{Tr}\left[\rho V\left(x_{2}\right)^{\dagger} \ldots V\left(x_{n}\right)^{\dagger} N V\left(y_{2}\right) \cdots V\left(y_{n}\right)\right] \\
& =\operatorname{Tr}\left[V\left(y_{2}\right) \cdots V\left(y_{n}\right)(N-n+1) \rho V\left(x_{2}\right)^{\dagger} \ldots V\left(x_{n}\right)^{\dagger}\right] . \tag{3.4}
\end{align*}
$$

Carrying out this operation ( $n-2$ ) times more, and using cyclic invariance, we find:

$$
\begin{align*}
& \int H\left(x_{1}, y_{1}\right) \cdots H\left(x_{n-1}, y_{n-1}\right) \Gamma^{(n, n)}(x ; y) d z_{1} d y_{1} \cdots d x_{n-1} d y_{n-1} \\
&=\operatorname{Tr}\left[V\left(y_{n}\right)(N-1)(N-2) \cdots(N-n+1) \rho V\left(x_{n}\right)^{\dagger}\right] \\
&= \operatorname{Tr}\left[V\left(y_{n}\right) \sigma V\left(x_{n}\right)^{\dagger}\right] \\
& \sigma= \sqrt{(N-1)(N-2) \cdots(N-n+1)} \\
& \times \rho \sqrt{(N-1)(N-2) \cdots(N-n+1)} \tag{3.5}
\end{align*}
$$

The operator $\sigma$, like $\rho$, is Hermitian and nonnegative; all states in $\rho$ with at most $(n-1)$ photons drop out in $\sigma$, while states in $\rho$ with $n$ or more photons survive with positive numerical factors. Thus by this process we obtain for $\Gamma^{(n, n)}$ an auxiliary two-point function,

$$
\begin{equation*}
\Phi(x, y)=\operatorname{Tr}\left[V(y) \sigma V(x)^{\dagger}\right] \tag{3.6}
\end{equation*}
$$

which retains the positivity and hermiticity property but involves only $n$ or more photon contributions to $\rho$. Let us then make an eigenvector decomposition of $\Phi$ :

$$
\begin{equation*}
\Phi(x, y)=\sum_{v} \lambda_{v} u_{v}(x)^{*} u_{v}(y), \quad \lambda_{v}>0 \tag{3.7}
\end{equation*}
$$

Only the strictly positive eigenvalues $\lambda_{v}$ of $\Phi$ and the corresponding eigenfunctions appear here; the functions $u_{v}$ form an orthonormal set which if not complete can be extended to a complete orthonormal set. Let $u_{v}, v=1,2, \cdots \infty$, be the latter complete set, and let the subset of $v$ values covered by the sum in Eq. (3.7) be denoted by $\kappa$. Make an expansion of $V$ in the basis $u_{v}$,

$$
\begin{equation*}
V(x)=\sum_{v=1}^{\infty} u_{v}(x) a_{v} . \tag{3.8}
\end{equation*}
$$

Then Eq. (3.7) may be written

$$
\begin{equation*}
\sum_{\mu, v=1}^{\infty} u_{\mu}(x)^{*} u_{v}(y) \operatorname{Tr}\left(a_{v} \sigma a_{\mu}^{*}\right)=\sum_{v \in \kappa} \lambda_{\nu} u_{v}(x)^{*} u_{v}(y), \tag{3.9}
\end{equation*}
$$

that is,

$$
\operatorname{Tr}\left(a_{v} \sigma a_{\mu}^{\dagger}\right)= \begin{cases}0 & \text { if } \mu \neq v \text { or } v \notin \kappa,  \tag{3.10}\\ \lambda_{v} & \text { if } \mu=v \in \kappa .\end{cases}
$$

Because of the basic nonnegativity of $\sigma$ we may conclude from here that

$$
\begin{equation*}
a_{\mu} \sigma=0 \quad \text { if } \mu \notin \kappa . \tag{3.11}
\end{equation*}
$$

Moreover, since the most general structure for $\sigma$ is of the form

$$
\begin{equation*}
\sigma=\sum_{j} \sigma_{j}\left|\phi_{j}\right\rangle\left\langle\phi_{j} \mid, \quad \sigma_{j}\right\rangle 0 \tag{3.12}
\end{equation*}
$$

with the (normalized but not necessarily mutually orthogonal) states $\left|\phi_{j}\right\rangle$ having at least $n$ photons, the condition (3.11) passes over to each $\left|\phi_{j}\right\rangle$,

$$
\begin{equation*}
a_{\mu}\left|\phi_{j}\right\rangle=0 \quad \text { if } \mu \notin \kappa . \tag{3.13}
\end{equation*}
$$

For any given $n$, this analysis tells us that only the eigenmodes corresponding to nonzero eigenvalues of the auxiliary two-point function $\Phi$ can be excited in the contributions to $\rho$ having at least $n$ photons. ${ }^{16}$ If $u_{v}, v \in \kappa$, is less than a complete set, this is nontrivial information concerning $\rho$. The general solution to Eq. (3.13) is

$$
\begin{equation*}
|\phi\rangle=F^{(>n)}\left(a_{v}^{\dagger}, v \in \kappa\right)|0\rangle \tag{3.14}
\end{equation*}
$$

where $F^{(\geqslant n)}$ is a possibly infinite polynomial in the indicated operators with the lowest degree terms being at least of order $n$. Taking several $\rho$ solutions of this form we can get the general structure of $\sigma$ and then of $\rho$ remembering Eq. (3.5):

$$
\begin{align*}
& \rho=\sum_{j} \rho_{j}\left|\psi_{j}\right\rangle\left\langle\psi_{j}\right|, \quad \rho_{j}>0, \quad \sum_{j} \rho_{j}=1, \\
& \left|\psi_{j}\right\rangle=\left\{F_{j}\left(a_{v}^{+}, v \in \kappa\right)+P_{j}^{(n-1)}\left[V(x)^{\dagger}\right]\right\}|0\rangle . \tag{3.15}
\end{align*}
$$

We assume the $\left|\psi_{j}\right\rangle$ are unit vectors. $P_{j}^{(n-1)}$ are polynomial functionals of degree no more than $(n-1)$ in $V(x)^{\dagger}$; and the $F_{j}$ are arbitrary functions of the indicated operators. We note that this result is the generalization of the results of Section 2, with the single mode $u$ being enlarged to the set $u_{v}, v \in \kappa$. The correlation function $\Gamma^{(n, n)}$ in this case involves the distinguished modes $u_{v}, v \in \kappa$ :

$$
\begin{align*}
& \Gamma^{(n, n)}(x ; y)=\sum_{\mu, v \in \kappa} u_{\mu_{1}}\left(x_{1}\right)^{*} \cdots u_{v_{n}}\left(y_{n}\right) g^{(n, n)}(\mu ; v), \\
& g^{(n, n)}(\mu ; v)=\operatorname{Tr}\left(a_{v_{1}} \cdots a_{v_{n}} \rho a_{\mu_{1}}^{\dagger} \cdots a_{\mu_{n}}^{\dagger}\right) . \tag{3.16}
\end{align*}
$$

But it is immediately obvious that a similar restriction to the
set $\kappa$ occurs in all $\Gamma^{\left(m^{\prime}, n^{\prime}\right)}$ for $m^{\prime}, n^{\prime} \geqslant n$. It is as if we may ignore all modes except those present in Eq. (3.7) for computing the "sufficiently high" order correlation functions.

Additional information on the correlation functions beyond ( $n, n$ ) allows repetition of this analysis. We now supply the auxiliary $\Phi(x, y)$ with an index $n$. Then the $\geqslant n$ photon parts of the statistical state $\rho$ can involve only the eigenmodes of $\Phi_{n}(x, y)$ (corresponding to nonzero eigenvalues!). If we have a sequence of auxiliary functions $\Phi_{n_{1}}, \Phi_{n_{3}}, \cdots$ with $n_{1}<n_{2}<\cdots$, then we have a corresponding sequence of sets of eigenmodes $\left[u_{v}(x), v \in k_{1}\right]$, $\left.u_{v}(x), v \in \kappa_{2}\right], \cdots$ with the inclusion relations $\kappa_{1} \supseteq \kappa_{2} \supseteq \cdots$. The higher the order of the correlation function considered, the fewer the contributing modes!

## 4. SECOND HILBERT SPACE AND COHERENT STATES

Given a Hilbert space $\mathscr{H}$, we can induce a vector space structure with an inner product among the linear operators $A, B, \cdots$ on $\mathscr{H}$ by defining

$$
\begin{equation*}
(A, B)=\operatorname{Tr}\left(A^{\dagger} B\right) \tag{4.1}
\end{equation*}
$$

So the operators of Hilbert-Schmidt class with finite values of $\operatorname{Tr}\left(A^{\dagger} A\right)$ constitute a second Hilbert space $\mathscr{K}$ based on $\mathscr{H}$. In particular we may choose $\mathscr{H}$ as the representation space of the (unbounded) operators $a, a^{\dagger}$ or $q, p$ associated with a quantum system with one degree of freedom.

Let $A$ be a general operator on $\mathscr{H}$. We define a set of four "superoperators" which are operators on $\mathscr{K}$ and whose effects on $A$ considered as a vector in $\mathscr{K}$ are given by:
$\mathscr{A}_{1} A=\left(a A-A a^{\dagger}\right) / \sqrt{2}, \quad \mathscr{A} \mid A=\left(a^{\dagger} A-A a\right) / \sqrt{2}$,
$\mathscr{A}_{2} A=-i\left(a A+A a^{\dagger}\right) / \sqrt{2}, \quad \mathscr{A}_{2}^{\dagger}=i\left(a^{\dagger} A+A a\right) / \sqrt{2}$.

These hermiticity relations are in accordance with the definition (4.1) of the scalar product. By virtue of their definitions it follows that

$$
\begin{align*}
& {\left[, \mathscr{A}_{1}, \mathscr{A}_{1}^{\dagger}\right]=\left[\mathscr{A}_{2}, \mathscr{A}_{2}^{\dagger}\right]=1,} \\
& {\left[\mathscr{A}_{1}, \mathscr{A}_{2}\right]=\left[\mathscr{A}_{1}, \mathscr{A}_{2}^{\dagger}\right]=0 .} \tag{4.3}
\end{align*}
$$

Hence these operators correspond to a quantum system with two degrees of freedom. ${ }^{8}$

The simultaneous coherent states corresponding to it, and $\mathscr{A}_{2}$ are supplied by the outer products of the coherent states in $\mathscr{H}$ :

$$
\begin{align*}
& \mathscr{A}_{1}\left|z_{1}\right\rangle\left\langle z_{2}\right|=\frac{z_{1}-z_{2}^{*}}{\sqrt{ } 2}\left|z_{1}\right\rangle\left\langle z_{2}\right|, \\
& \mathscr{A}_{2}\left|z_{1}\right\rangle\left\langle z_{2}\right|=-i \frac{z_{1}+z_{2}^{*}}{\sqrt{ } 2}\left|z_{1}\right\rangle\left\langle z_{2}\right| . \tag{4.4}
\end{align*}
$$

In particular,

$$
\begin{align*}
& \mathscr{A}_{1}|z\rangle\langle z|=i \sqrt{2} \operatorname{Im} z|z\rangle\langle z| \\
& \mathscr{A}_{2}|z\rangle\langle z|=-i \sqrt{2} \operatorname{Re} z|z\rangle\langle z| \tag{4.5}
\end{align*}
$$

Hence from among all the coherent states $\left|z_{1}\right\rangle\left\langle z_{2}\right|$ in $\mathscr{K}^{\prime}$, those with $z_{1}=z_{2}=z$ correspond to pure imaginary eigen-
values for both $\mathscr{A}_{1}$ and $\mathscr{A}_{2}$. By a straightforward generalization of Eq. (1.20) to two degrees of freedom, we may now expand a density operator $\rho$ on $\mathscr{H}$ considered as a vector in $\mathscr{K}$ in terms of the imaginary eigenvalue coherent states,

$$
\begin{equation*}
\rho=(1 / \pi) \int \phi(z)|z\rangle\langle z| d^{2} z . \tag{4.6}
\end{equation*}
$$

$\phi(z)$ is the (distribution) weight function analogous to $v(r)$ in Eq. (1.20). To determine $\phi(z)$ by an equation similar to (1.22) [or (1.23)], we must get the description of $\mathscr{K}$ by Schrödinger wavefunctions like $\psi\left(q^{\prime}\right)$. We define

$$
\begin{array}{ll}
Q_{1}=\left(\mathscr{A}_{1}+\mathscr{A}_{1}^{\dagger}\right) / \sqrt{2}, \quad P_{1}=-i\left(\mathscr{A}_{1}-\mathscr{A}_{2}^{\dagger}\right) / \sqrt{2}, \\
Q_{2}=\left(\mathscr{A}_{2}+\mathscr{A}_{2}^{\dagger}\right) / \sqrt{2}, \quad P_{2}=-i\left(\mathscr{A}_{2}-\mathscr{A}_{2}^{\dagger}\right) / \sqrt{2} . \tag{4.7}
\end{array}
$$

On a general $A \in \mathscr{E}$ these act as
$Q_{1} A=\frac{1}{\sqrt{2}}[q, A], \quad P_{1} A=\frac{1}{\sqrt{2}}\{p, A\}$,
$Q_{2} A=\frac{1}{\sqrt{2}}[p, A], \quad P_{2} A=\frac{-1}{\sqrt{2}}\{q, A\}$,
and the only nonvanishing commutators among them are

$$
\begin{equation*}
\left[Q_{1}, P_{1}\right]=\left[Q_{2}, P_{2}\right]=i \tag{4.9}
\end{equation*}
$$

The (generalized) "eigenstates" of $Q_{1}$ and $Q_{2}$ turn out to be the Weyl family of unitary operators $W(\alpha)$ defined in Eq. (1.14). If $\alpha$ is written as $r+i s$, we find:

$$
\begin{align*}
& Q_{1} W(r+i s)=r W(r+i s), \quad Q_{2} W(r+i s)=s W(r+i s) \\
& P_{1} W(r+i s)=\frac{i \partial}{\partial r} D(r+i s) \\
& P_{2} W(r+i s)=\frac{i \partial}{\partial s} W(r+i s) \\
& \left(W\left(r^{\prime}+i s^{\prime}\right), W(r+i s)\right)=\pi \delta\left(r^{\prime}-r\right) \delta\left(s^{\prime}-s\right) \tag{4.10}
\end{align*}
$$

These operators have general coherent state matrix elements which may be viewed as a generalization of Eq. (1.10),

$$
\begin{align*}
\left\langle z^{\prime}\right| W(\alpha)|z\rangle & =\left[\left|z^{\prime}\right\rangle\langle z|, W(\alpha)\right]=\exp \left(-\frac{1}{2}|\alpha|^{2}-\frac{1}{2}|z|^{2}\right. \\
& \left.\left.\left.-\frac{1}{2} \right\rvert\, z^{\prime}\right\}^{2}+\alpha z^{*}-\alpha^{*} z+z z^{\prime *}\right) \tag{4.11}
\end{align*}
$$

With the operators $W(\alpha)$ forming an "ideal" basis for $\mathscr{K}$, any $A \in \mathscr{K}$ and in particular a density operator $\rho$ has an expansion
$\rho=\int t(\alpha) W(\alpha) d^{2} \alpha$
with the "Weyl weight" playing the role of $\psi\left(q^{\prime}\right)$ in Sec. 1. The distribution $\phi(z)$ obeys the integral equations ${ }^{18}$

$$
\begin{align*}
\int \phi(z) & \exp \left(-\left|z-z^{\prime}\right|^{2}\right) d^{2} z \\
& =\pi \int t(\alpha) \exp \left(-\frac{1}{2}|\alpha|^{2}+\alpha z^{\prime *}-\alpha^{*} z^{\prime}\right) d^{2} \alpha \tag{4.13}
\end{align*}
$$

which generalizes Eq. (1.21) and arises by taking the diagonal coherent state matrix element in Eqs. (4.6) and (4.12) and using Eqs. (1.11) and (1.15). The solution

$$
\begin{equation*}
\phi(z)=\int t(\alpha) \exp \left(\frac{1}{2}|\alpha|^{2}\right) \exp \left(\alpha z^{*}-\alpha^{*} z\right) d^{2} \alpha \tag{4.14}
\end{equation*}
$$

is the analog of Eq. (1.22). We can also make use of the properties of coherent states to derive the known result ${ }^{18}$

$$
\begin{align*}
\alpha(\mathrm{z})= & \frac{\exp \left(|z|^{2}\right)}{\pi} \int\left\langle-z^{\prime}\right| \rho\left|z^{\prime}\right\rangle \exp \left(\left|z^{\prime}\right|^{2}\right. \\
& \left.+z z^{*}-z^{*} z^{\prime}\right) d^{2} z^{\prime} \tag{4.15}
\end{align*}
$$

which is in the pattern of Eq. (1.23).

## 5. DISCRETE DIAGONAL REPRESENTATIONS

The preceding section has shown that the problem of the diagonal coherent state representation (4.6) for a density operator is in essence the same as the problem of expanding a vector $|\psi\rangle$ in terms of a subset of "pure imaginary" coherent states as attempted in Eq. (1.20). But for vectors we know that even more economical subsets exist through which arbitrarily accurate expansions can be made. We can thus combine the properties of these characteristic sets recounted in Sec. 1 with the approach of Sec. 4 to get new diagonal approximations for density operators.

We begin with the one-degree-of-freedom case. Since by Eq. (4.5) "diagonal" outer products of coherent states correspond to pure imaginary eigenvalues for $\mathscr{A}_{1}$ and $\mathscr{A}_{2}$, we proceed as follows. We pick two discrete characteristic sets $\left\{i \sqrt{2} y_{n}\right\}$ and $\left\{-i \sqrt{2} x_{m}\right\}$, both consisting of points on the imaginary axis, so that $x_{m}$ and $y_{n}$ are real. Then the double sequence of points $\left\{i \sqrt{2} y_{n},-i \sqrt{2} x_{m}\right\}$ is a characteristic set ${ }^{1 "}$ in the product of the complex plane by itself. Consequently the simultaneous coherent states of $\mathscr{A}_{1}$ and $\mathscr{A}_{2}$ with respective eigenvalues $i \sqrt{2} y_{n},-i \sqrt{2} x_{m}$ give a set of elements in $\mathscr{K}$ through linear combinations of which one can approximate any member of $\mathscr{K}^{\top}$ arbitrarily closely. But by Eq. (4.5) these elements of $\mathscr{K}$ are just the elements

$$
\begin{equation*}
\left|z_{m n}\right\rangle\left\langle z_{m n}\right|, \quad z_{m n}=x_{m}+i y_{n} \tag{5.1}
\end{equation*}
$$

Consequently we can approximate any density operator arbitrarily closely (in Hilbert-Schmidt norm!) by a discrete sum

$$
\begin{equation*}
\sum_{m, n} \phi_{m n}\left|z_{m n}\right\rangle\left\langle z_{m n}\right| \tag{5.2}
\end{equation*}
$$

The number of terms needed and the coefficients $\phi_{m n}$ to be used both depend on the desired accuracy of approximation. ${ }^{19}$ In the case with one degree of freedom and one operator $a$, the operator (5.2) describes an ensemble over the preassigned set of values $\left\{z_{m n}\right\}$ for $a$, with the real coefficient $\phi_{m n}$ being the quasiprobability associated with the realization $z_{m n}$ for $a$. Provided the trace property is maintained in these approximations to $\rho$, the $\phi_{m n}$ must add up to unity but in general the nonnegativity of $\phi_{m n}$ cannot be guaranteed; thus Eq. (5.2) is not in general, a convex combination of the pure state density operators $\left|z_{m n}\right\rangle\left\langle z_{m n}\right|$.

Since a set of points with a finite limit point does form a characteristic set, ${ }^{\text {11 }}$ we can have approximations of the above type with all but a finite number of points $z_{m n}$ inside one phase cell! In certain respects this would mimic an ampli-tude-stabilized (mode-pure) classical light beam, but every $\rho$
could be reached this way. The quantum aspects are hidden in the rapid variations of $\phi_{m n}$ as $z_{m n}$ varies inside the chosen phase cell and also as the degree of approximation is improved.

At the other extreme, we can try to choose the set $\left\{z_{m n}\right\}$ as uniformly spread out as possible over the complex plane: the basic limitation now comes from the condition (1.25) for a characteristic set if finite limit points are to be avoided. This condition is to be applied both to $\left\{x_{m}\right\}$ and $\left\{y_{n}\right\}$. Let us then demand that

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left|x_{n}\right|^{-2-\epsilon_{1}}=\infty, \quad \sum_{n=1}^{\infty}\left|y_{n}\right|^{-2-\epsilon_{2}}=\infty \tag{5.3}
\end{equation*}
$$

for some positive $\epsilon_{1}$ and $\epsilon_{2}$. It is clear that $x_{n}$ and $y_{n}$ cannot depend linearly on $n$, since these series would then converge for any $\epsilon_{1}, \epsilon_{2} \geqslant 0$. Among fractional power dependences, possible candidates are, for example,

$$
\begin{equation*}
y_{n}, x_{n} \sim n^{\alpha}, \quad \alpha<\frac{1}{2} \tag{5.4}
\end{equation*}
$$

This means that the number of points of the set $\left\{z_{m n}\right\}$ contained in a square of side $L$ is approximately $L^{2 / \alpha}$ which is, for large $L$, larger than $L^{2}$. In this sense, one needs much more than one point for phase cell to have a set of pure state density operators $\left|z_{m n}\right\rangle\left\langle z_{m n}\right|$ built from coherent states, with combinations of which any $\rho$ can be approximated.

Formally, representations of the type (5.2) can be extended from one degree of freedom to the entire field. The operator $V(x)$ is expanded in some complete orthonormal set $u_{\alpha}(x)$,

$$
\begin{equation*}
V(x)=\sum_{\alpha} u_{\alpha}(x) a_{\alpha} \tag{5.5}
\end{equation*}
$$

For each mode $\alpha$, we choose some mesh of points $z_{m n}^{(\alpha)}$ in the complex plane in the manner described for one degree of freedom. Then a density operator $\rho$ for the whole field can be approximated through expressions of the form

$$
\begin{equation*}
\sum_{\{m, n\}} \phi\left(\left\{m_{\alpha}, n_{\alpha}\right\}\right)\left|\left\{z_{m_{a}, n_{n}}^{(\alpha)}\right\}\right\rangle\left\langle\left\{z_{m_{u}, n_{c}}^{(\alpha)}\right\}\right| \tag{5.6}
\end{equation*}
$$

with

$$
\begin{equation*}
a_{\beta}\left|z_{m_{n}, n_{i}}^{(\alpha)}\right\rangle=\left\{z_{m_{\beta, n}, n_{\beta}}^{(\beta)}\right\}\left|\left\{z_{m_{m_{1}, n_{1},}^{(\alpha)}}^{(\alpha)}\right\}\right\rangle \tag{5.7}
\end{equation*}
$$

We interpret (5.6) as an ensemble over the preassigned set of realizations of $V(x)$ given by

$$
\begin{equation*}
V(x ;\{m, n\})=\sum_{\alpha}\left\{z_{m_{\mu}, n_{.}}^{(\alpha)}\right\} u_{\alpha}(x) \tag{5.8}
\end{equation*}
$$

This is of course a $c$-number function of $x$. As in the one degree of freedom case, the quasiprobability $\phi(\{m, n\})$ that $V(x ;\{m, n\})$ is realized is real but may be negative. Even the term quasiprobability is used only figuratively since two coherent states are never orthogonal!

## 6. CONCLUDING REMARKS

In this paper we have studied the properties of statistical states describing general light beams from two points of view. On the one hand we have shown how from the analysis of coherence functions one can systematically look for simplicity in the large photon number sectors of a given state.

On the other hand, we have given new understanding of the diagonal coherent state representation, and in the process discovered new representations embodying very subtle features of quantum theory.

The structure of a state for which the coherence index of order ( $m, n$ ) is unimodular is essentially determined, for photon numbers greater than or equal to $n$, by a single mode function and a sequence of constants. The striking differences between the cases $m=n$ and $m>n$ are worth pointing out. In the former, for instance, even if one knew that $m$ photon states were present in $\rho$, nothing definite could be said about $m+1$ and higher photon states; they may or may not be present in $\rho$. If $m>n$, on the other hand, the presence of $m$ photon states in $\rho$ guarantees the presence of states with arbitrarily large photon numbers, all in the mode $u(x)$ of course. This is because the relevant parts of $\rho$ are determined in terms of coherent states which are superpositions of states will all possible numbers of photons.

Turning to the theory of discrete diagonal coherent state approximations to $\rho$, we would like to make two comments. The first is to clarify the situation concerning the use of a characteristic set of coherent states distributed "as uniformly as possible" over the phase plane. At the level of making approximations to vectors through linear combinations of coherent states, the example due to von Neumann shows that by taking one coherent state per unit phase cell we get a characteristic set. In other words, the set of points

$$
z_{l, m}=\sqrt{\pi}(l+i m), \quad l, m=0, \pm 1, \pm 2, \cdots
$$

is a characteristic set in the complex plane, and any $|\psi\rangle$ can be approximated through combinations of coherent states $\left|z_{l, m}\right\rangle$. But the problem of the discrete diagonal approximations to operators through forming linear combinations of

$$
\left|z_{m n}\right\rangle\left\langle z_{m n}\right|
$$

is different. Here, the real and imaginary parts, $x_{m}$ and $y_{n}$, of $Z_{m n}$ must be such that the set $\left(x_{m}, y_{n}\right)$, essentially, must be characteristic in the product of the complex plane by itself. Equivalently, $\left\{x_{m}\right\}$ and $\left\{y_{n}\right\}$ must each be a real characteristic set, and this precludes $\left\{z_{m n}\right\}$ being distributed uniformly over the complex plane!

The second comment concerns the fact that one must be content with arbitrarily close approximations to $\rho$ but may "never quite get there." To us this seems to point to the very thin line dividing "definition" and "existence." One can well imagine being completely innocent of the theory of distributions as yet conceiving of the possibility of the diagonal representation in its conventional form, Eq. (4.6). Faced with equations such as (4.13), (4.14), and (4.15) to find the weight function $\phi$, one would be forced to say that in general no $\phi$ exists obeying these equations, but that with "good" functions $\phi_{c r}$ in the formula (4.6) one can produce density opera-
tors $\rho_{\alpha}$ that are "arbitrarily close" to any given $\rho$ ! Indeed, distributions may usefully be thought of in this way. It seems that the situation is qualitatively quite similar with the discrete representations based on characteristic sets.

An interesting practical problem is to find ways of computing the coefficients $\phi_{m n}$ in the discrete diagonal approximation (5.2) to a given $\rho$ for a desired accuracy. One may try to get $\phi_{m n}$ from a knowledge of the Weyl weight $t(\alpha)$ of $\rho$, but the technique of Fourier transformation seems not useful in this context. This seems to be a genuinely difficult problem; we have only succeeded in establishing the existence of these representations.
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#### Abstract

A diagrammatic formalism is presented which gives exact results for the forward Stokes wave in dispersionless media in the field of a temporally stochastic pump. Both pump and Stokes waves are assumed to be plane waves, but transient effects are treated exactly. Results are derived in the Bourret approximation for the $n$-point functions ( $n>2$ ) but are exact to all orders in the mean pump field and its two-point function. The generalization to treat general $n$-point functions within this formalism is possible and the method of doing so is indicated. The partial summation of diagrams corresponding to previous treatments is identified and the next order terms are evaluated. It is found that for high gain systems, approximations made in previous work may be quite poor.


## I. INTRODUCTION

One particularly important and interesting question in the stimulated scattering of light and other parametric processes concerns the effect of pump noise on the scattered waves. Recently there has been some interest in this; in particular the effect of pump noise on stimulated Raman scattering ${ }^{1-15}$ has been studied both experimentally and theoretically. Among the motivations for this are the application to Raman lasers, ${ }^{16}$ and the absence of monochromatic sources in the ultraviolet and $x$-ray regions. ${ }^{8}$ Our motivation concerns the role of pump nonuniformity in excitation of instabilities in high intensity lasers, and the question of the reproducibility of the performance of a high intensity pulsed laser on a shot by shot basis.

The theory of nonmonochromatic pumping has been investigated extensively by D'yakov. ${ }^{1-8}$ Using an analogy with light propagation in turbulent media, D'yakov' developed an equation of the Fokker-Planck type for the mean field and intensity in the first Stokes wave. The result is that the gain at the Stokes frequency is essentially zero until a critical pump intensity is approached; for intensities near this threshold the gain may be large and comparable to the gain under monochromatic conditions. The analysis applies to very broadband pumps, whose correlation function is a $\delta$ function, and dispersive media. The critical intensity is proportional to the dispersion and vanishes in nondispersive media. It is proportional to the bandwidth also. Thus the major result is that the gain is zero unless the gain under monochromatic pumping is sufficient to overcome the effects of dispersion. However, the Fokker-Planck equations give only the threshold; they do not give the gain above threshold. D'yakov ${ }^{3,4}$ generalized the analsyis to include finite bandwidth pumps, in the Bourret approximation, where

[^23]only the lowest order correlation function of the pump is included. The method uses an iterative procedure to solve the coupled differential equations of stimulated Raman scattering. The fields are written as a sum of a mean value and a fluctuating term, and the result of the iterative procedure is a perturbative expansion of the Stokes wave in the fluctuations of the pump. This expansion is truncated at lowest nontrivial order. The steady state gain coefficients thus obtained are always less than the gain coefficient for monochromatic pumping, but rapidly approach this limiting value as the critical intensity of the Fokker-Planck treatment is exceeded. The convergence of this procedure does not appear to have been studied. In particular, limits on the pump fluctuations required for convergence have not been given.

The theoretical work on the temporal pump fluctuations has been reviewed by Akhmanov et al. ${ }^{6-8}$ The problem of spatial nonuniformity of the pump has been discussed by Pasmanik and Friedman. ${ }^{9}$ Their technique is analogous to D'yakov's iterative solutions, and an analysis of the validity of the lowest order approximation is given.

Several experiments ${ }^{8,10-15}$ to measure the gain have been performed. Akhmanov et al. ${ }^{8}$ used a rhodamine-6G-dye laser to provide a broadband optical noise source and measured both forward and backward gains in liquid nitrogen. Zubarev et al. ${ }^{10,11,13}$ used neodymium glass lasers exciting SRS in $\mathrm{SF}_{6}$. The existence of a threshold was clearly demonstrated. Vakhonev ${ }^{15}$ et al., using an iodine photodissociation laser to excite SRS in liquid nitrogen, and Zubarev ${ }^{14}$ have shown that spatial inhomogeneity can reduce the gain significantly. Definitive conclusions from the experimental results are difficult to obtain because the pumps used are incompletely characterized, and because the unfolding of gains requires a detailed spatial analysis. However, the existence of the threshold and its dependence on bandwidth appear to be verified.

Most of the work on noisy pumping appears to be con-
fined to the region near threshold. The extension of theory to a strongly overdriven instability where gains of the order of $e^{20}$ or $e^{30}$ are present is questionable in view of the convergence limitation. Experimentally only the threshold region has been investigated, using input Stokes pulses and measuring gains of less than $e^{3}$. Although the threshold region is important in the study of Raman lasers, it is not of interest in high intensity systems where the beam propagates through gases. From the point of view of stability and reproducibility of performance, it is more useful to study nondispersive media under conditions where the instability is strongly overdriven. The development of a formalism to study this region is needed, and it is the aim of this paper to develop it.

This paper studies temporal pump fluctuations in nondispersive media. The system studied here is one in which a plane-wave pump drives a plane-wave Stokes wave. The medium is assumed to be both loss-less and dispersionless, but the effects of slowly relaxing molecular vibrations are treated exactly. Since any depletion of the pump means that the instability has already become too strong, we shall confine ourselves to the region where pump depletion may be neglected. In the case of a monochromatic pump this system is one for which exact analytic solutions are available. The existence of this analytic solution allows a systematic treatment of pump stochasticity which gives exact results. In general, a noisy pump may be written

$$
\begin{equation*}
A_{p}=A+B \tag{1.1}
\end{equation*}
$$

where $A$ is the mean field, a nonstochastic term, and $B$ is the fluctuation, or noise. If $B$ is set equal to zero, the analytic solution given by Wang ${ }^{17}$ follows. The pump is a function of the single variable $\xi=t-z / c$, its running time, and the fluctuations satisfy

$$
\begin{equation*}
\left\langle B(\xi) B^{*}\left(\xi^{\prime}\right)\right\rangle=G\left(\xi, \xi^{\prime}\right) \tag{1.2}
\end{equation*}
$$

where $G$ is a general function describing the pump. The higher order correlation functions are given by the Bourret approximation. For example

$$
\begin{equation*}
\left\langle B_{1} B_{2} B_{3}^{*} B_{4}^{*}\right\rangle=G_{13} G_{24}+G_{14} G_{23} \tag{1.3}
\end{equation*}
$$

so that the pump has only lowest order correlations. Higher order correlations may be included using the methods developed in this paper, but results are given only in the Bourret approximation (1.3).

The basic technique used is functional analysis, ${ }^{18}$ which is applied to the Stokes wave, and leads to a diagrammatic expansion similar to the Dyson's equations used by D'yakov. The expansion is summed exactly, for general $A$ and $G$, and the results presented in an integral analytic form. The results are illustrated by some simple applications, which contain much of the basic behavior. The system displays both absolute and convective instabilities. As the fluctuations are increased from zero, the instability remains convective, but increases in strength. The increase is initially linear, but becomes nonlinear as $G$ increases. At a certain threshold the instability becomes absolute. That is, the Stokes wave $E_{s}(\xi, z)$ increases with $\xi$ for $z$ fixed and no steady state configuration is reached until the pump is depleted. The threshold is evaluated approximately, but it is found that at the
point where the instability becomes absolute, the fluctuations in the Stokes intensity are so large that the experiment is essentially irreproducible. The limitations on the pump fluctuations required by the repeatability of the experiment are given in Sec. VII.

The previous analyses of D'yakov, ${ }^{1-8}$ and Pasmanik and Friedman, ${ }^{9}$ apply to both dispersive and nondispersive media. Their results correspond to a partial summation of diagrams discussed in Sec. VI, the chain approximation, and follow from the lowest order chain approximation. The next order terms are evaluated and are found to be nonlinear in the pump fluctuations. On the other hand, the analysis of Akhmanov ${ }^{8}$ includes pure noise pumping where $A_{p}=0$. This corresponds to the loop approximation, discussed in Sec . IV. The gain formulas are again nonlinear in the intensity, and the region where Akhmanov claims and Stokes wave becomes narrowband, even under broadband pumping, is investigated.

The paper is organized as follows. The stochastic theory of stimulated Raman scattering is described in the next section, and is applied in the following section to the Stokes field $E_{s}$. (See Sec. III.) The diagrammatic expansion is treated in some detail in Sec. III, leading to the main result, Eq. (3.28). Section IV derives the diagrammatic expansion of the Stokes intensity, culminating in the expression (4.27) for the major contribution to the mean intensity. The variance in the ensemble of experiments to which this theory is applied is simply

$$
\begin{equation*}
\delta E^{2}=\left\langle E_{s} E_{s}^{*}\right\rangle-\left\langle E_{s}\right\rangle\left\langle E_{s}^{*}\right\rangle \tag{1.4}
\end{equation*}
$$

and is a direct measure of the reproducibility of the experiment.

Applications are discussed in the remaining sections. The initial behavior of the system is treated in Sec. V, and several important cases are discussed. This section is useful because the mathematics is most tractable in this region. In Sec. VI, the case where the noise is small compared to the coherent term is treated. It is described by a sum over a particular set of diagrams, known as the chain approximation. In Sec. VII, the opposite case of pure noise $\left(A_{p}=0\right)$ is treated, and corresponds to a different partial sum of diagrams, the loop approximation. The material is discussed generally in Sec. VIII, which also contains some speculations on the inclusion of spatial inhomogeneities.

This paper is the first attempt at a rigorous or exact treatment of this problem. It contains some surprises, such as the appearance of an absolute instability in the limit of long correlation time, and the very low variance of the Stokes wave found in the limit of strong broadband pumping. It shows that the mathematical techniques used near threshold can give incorrect results in strongly driven systems. Testing these techniques by comparing them with exactly solvable systems emphasizes the need for better approximations in high gain systems with no exact analytic solutions.

## II. STOCHASTIC THEORY OF SRS

In the approximation where pump depletion and
bleaching of the medium may be neglected, SRS is described by two coupled equations.

$$
\begin{align*}
& \left(\frac{\partial}{\partial z}+c^{-1} \frac{\partial}{\partial t}\right) E_{s}=\sigma_{1} A_{p} Q^{*}  \tag{2.1}\\
& \left(\frac{\partial}{\partial t}+\Gamma\right) Q=\sigma_{2} A_{p} E_{s}^{*}+N \tag{2.2}
\end{align*}
$$

Here $E_{s}$ is the Stokes field, $A_{p}$ the pump, and $Q$ is the optical phonon, which is dispersionless. $N$ is a stochastic force describing the intrinsic noise of the medium. The pump is of the form (1.1) and is a function of a single variable, $\xi=t-z / c$, the running time of the pump. A detailed mathematical treatment of these equations has been given by Wang. ${ }^{17}$ Defining

$$
\begin{equation*}
\theta\left(\xi, \xi^{\prime}\right)=2\left[\sigma_{1} \sigma_{2} z \int_{\xi^{\prime}}^{\xi} d \xi^{\prime \prime}\left|A_{p}\left(\xi^{\prime \prime}\right)\right|^{2}\right]^{1 / 2} \tag{2.3}
\end{equation*}
$$

The solution for the Stokes field is
$E_{s}(\xi, z)=E_{s}(\xi, 0)+\sigma_{1} \sigma_{2} A_{p}(\xi) \int_{-\infty}^{\xi} d \xi^{\prime} \Phi\left(\xi, \xi^{\prime}\right) e^{-\Gamma\left(\xi-\xi^{\prime}\right)}$,
where the integrand is
$\Phi\left(\xi, \xi^{\prime}\right)=A_{p}^{*}\left(\xi^{\prime}\right) E_{s}\left(\xi^{\prime}, 0\right) I_{1}\left(\theta\left(\xi, \xi^{\prime}\right)\right) 2 z / \theta\left(\xi, \xi^{\prime}\right)$

$$
\begin{equation*}
+\int_{0}^{z} d z^{\prime} N^{*}\left(\xi^{\prime}, z^{\prime}\right) I_{0}\left(\theta\left(\xi, \xi^{\prime}\right)\right) \tag{2.5}
\end{equation*}
$$

where the functions $I_{1}$ and $I_{0}$ are (diverging) Bessel functions of imaginary argument. The solution for the Stokes field (2.4), is a functional of the stochastic variables $A_{p}$ and $N$. Thus to determine the mean field, etc., the expectation value of products of $E_{s}$ with either $E_{s}$ or $E_{s}^{*}$ with respect to the random fields must be calculated. By expanding the Bessel functions, obtaining products of powers of the stochastic variables, this can in principle be carried out term by term. However, this is prohibitively complicated to carry out beyond the lowest orders of approximation. Fortunately, a simpler technique is available, that of functional analysis. ${ }^{18}$

The technique may be illustrated by considering a simple function of a single variable $y=f(x)$. Assuming that $f$ has a power series expansion near the point $x$, then the value of $f$ at neighboring points is given by the formula

$$
\begin{equation*}
f(x+a)=\exp (a d / d x) f(x) \tag{2.6}
\end{equation*}
$$

If $Z$ is a functional of the field $Y(x)$, then a similar formula applies,

$$
\begin{equation*}
Z\{Y(x)+A(x)\}=\exp \int d x^{\prime} A\left(x^{\prime}\right)\left[\delta / \delta Y\left(x^{\prime}\right)\right] Z\{Y(x)\} \tag{2.7}
\end{equation*}
$$

This may be proved by generalizing (2.6) to the case of many variables and taking a continuum limit. The functional derivative in the exponent has the following definition,

$$
\begin{equation*}
[\delta / \delta Y(x)] Y(z)=\delta(x-z) \tag{2.8}
\end{equation*}
$$

To apply (2.7) to the Stokes wave in SRS, it is sufficient to note that the Stokes wave is a functional of two complex variables, $A_{p}$, and $N$. The dependence on $N$ is linear. Conse-
quently it is trivial to compute, and will not be considered any further in detail. For a general function $F$, a double application of (2.7) gives

$$
\begin{align*}
& F\left\{A_{p}(\xi), A_{p}^{*}\left(\xi^{\prime}\right)\right\} \\
& \quad=\exp \left[\int d \eta B(\eta)[\delta / \delta A(\eta)]\right. \\
& \left.\quad+B^{*}(\eta)\left[\delta / \delta A^{*}(\eta)\right]\right] \cdot F\left\{A(\xi), A^{*}\left(\xi^{\prime}\right)\right\} \tag{2.9}
\end{align*}
$$

where now all the stochasticity appears in the exponent operator. The expectation value of $F$ is obtained by expanding the exponent, and resuming. The result is

$$
\begin{equation*}
\langle F\rangle=e^{K} F\left\{A, A^{*}\right\}, \tag{2.10}
\end{equation*}
$$

where $K$ is a differential operator,

$$
\begin{align*}
K= & \sum_{n, m} \int d \eta_{1} \cdots d \eta_{n} d \lambda_{1} \cdots d \lambda_{m} G^{n, m}\left(\eta_{1} \cdots \eta_{n}, \lambda_{1} \cdots \lambda_{m}\right)(n!m!)^{-1} \\
& \times\left[\delta / \delta A\left(\eta_{1}\right)\right] \cdots\left[\delta / \delta A\left(\eta_{n}\right)\right] \\
& \times\left[\delta / \delta A^{*}\left(\lambda_{1}\right)\right] \cdots\left[\delta / \delta A^{*}\left(\lambda_{m}\right)\right] \tag{2.11}
\end{align*}
$$

In (2.11) the correlation function is the irreducible part of the expection value of the product of $n B$-fields and $m B^{*}$ fields. In the Bourret approximation we use, only the lowest order term survives,

$$
\begin{equation*}
K_{1}=\int d \eta d \lambda G(\eta, \lambda)[\delta / \delta A(\eta)]\left[\delta / \delta A^{*}(\lambda)\right] \tag{2.12}
\end{equation*}
$$

The advantage of this functional approach is that all the manipulations involving stochastic variables have been carried out, for a general function $F$. The cost of this closed form result is the appearance of the functional derivatives. In general (2.10) contains an infinite number of derivatives unless $F$ has the form of a finite polynomial, a condition which is not satisfied by the Stokes field. However, the Stokes wave has the form of an infinite power series in $\theta$, which is a simple functional of the pump. This allows a systematic treatment of the Stokes wave to all orders. The Stokes field may be written as the sum of three terms,

$$
\begin{equation*}
E_{s}(\xi, z)=E_{s}(\xi, 0)+\int_{-\infty}^{\xi} d \xi^{\prime} e^{-\Gamma\left(\xi-\xi^{\prime}\right)}\left(\phi_{1}+\phi_{2}\right) E_{s}\left(\xi^{\prime}, 0\right) \tag{2.13}
\end{equation*}
$$

In this formula

$$
\begin{equation*}
\phi_{1}\left(\xi^{\prime}, z\right)=\sum_{n} \frac{\left(\sigma_{1} \sigma_{2} z\right)^{n+1}}{(n+1)!} \frac{\chi^{n}}{n!} A^{*}\left(\xi^{\prime}\right) A(\xi) \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{2}\left(\xi^{\prime}, z\right)=\sum_{n} \frac{\chi^{n}}{n!} A(\xi) \int_{0}^{z} d z^{\prime} \frac{\left(\sigma_{1} \sigma_{2} z^{\prime}\right)^{n}}{n!} N^{*}\left(\xi^{\prime}, z^{\prime}\right) \tag{2.15}
\end{equation*}
$$

where $\chi$ is a simple function of the pump,

$$
\begin{equation*}
\chi=\int_{\xi^{\prime}}^{\xi} d \xi^{\prime \prime} A\left(\xi^{\prime \prime}\right) A^{*}\left(\xi^{\prime \prime}\right) \tag{2.16}
\end{equation*}
$$

Consequently, the expectation value of the Stokes field (or intensity) involves the operation of $e^{K}$ on a very low order polynomial in $A$ and $A^{*}$ times arbitrarily high powers of $\chi$.

Thus, the expectation value of the field is

$$
\begin{equation*}
\left\langle E_{s}(\xi, z)\right\rangle=e^{K} E_{s}\left\{A, A^{*}\right\}, \tag{2.17}
\end{equation*}
$$

and expansion of the exponent, together with (2.13) shows that we require the general term $R_{n, m}$, where

$$
\begin{equation*}
R_{n, m}=(n!)^{-1} K^{n}\left(\chi^{m}\left(\xi, \xi^{\prime}\right) A(\xi) A^{*}\left(\xi^{\prime}\right)\right) \tag{2.18}
\end{equation*}
$$

If the intensity is required, then we need the term $P_{n, m, m^{\prime}}$, where
$P_{n, m, m^{\prime}}=(n!)^{-1} K^{n}\left(\chi^{m}\left(\xi \xi_{1}\right) \chi^{m^{\prime}}\left(\xi, \xi_{2}\right) A(\xi) A^{*}(\xi) A\left(\xi_{1}\right) A^{*}\left(\xi_{2}\right)\right)$
in order to compute $e^{K}\left|E_{s}\right|^{2}$. This is discussed more fully later.

## III. Diagrammatic Analysis for the Stokes Field

The series (2.17) for the Stokes field requires the general term $R_{n, m}$. Since $R_{n+1, m}=K R_{n, m}$, there is a recursion relation, and we consider the first element $R_{1, m}$. By carrying out the indicated differentiations, we obtain five terms,

$$
\begin{aligned}
R_{1, m}= & \int d \eta d \eta^{\prime} G\left(\eta, \eta^{\prime}\right) \\
& \times\left[m(m-1) \chi^{m-2} A(\eta) A^{*}\left(\eta^{\prime}\right) A(\xi) A^{*}\left(\xi^{\prime}\right)\right.
\end{aligned}
$$

$$
\begin{equation*}
+m \chi^{m-1} \delta\left(\eta-\eta^{\prime}\right) A(\xi) A^{*}\left(\xi^{\prime}\right) \tag{3.1}
\end{equation*}
$$

$$
+m \chi^{m-1} \delta\left(\eta^{\prime}-\xi\right) A(\eta) A^{*}\left(\xi^{\prime}\right)
$$

$$
+m \chi^{m-1} \delta\left(\eta-\xi^{\prime}\right) A(\xi) A^{*}\left(\eta^{\prime}\right)
$$

$$
\left.+\chi^{m} \delta\left(\eta^{\prime}-\xi\right) \delta\left(\eta-\xi^{\prime}\right)\right]
$$

These terms may be represented diagrammatically for compactness. In Fig. 1 each term in $R_{1,6}$ is displayed. Each $\chi$ is represented by a pair of dots placed in a vertical line. The unmatched dots represent the fields at $\xi$ and $\xi^{\prime}$. The upper row of dots is associated with $A$, the lower row with $A^{*}$, and


FIG. 1. Elements of the diagrammatic series for the Stokes field. Each pair of dots represents $\chi$, each line a correlation function. These diagrams represent terms in $R_{1.6}$, but superposed for compactness.
each pair represents the fields at a point $\xi_{i}$, for the $i$ th pair. Each line in the diagram represents the correlation function $G$, so that $R_{1,6}$ is obtained as the sum of all diagrams containing six pairs in which one line has been inserted. Thus, the line (1) represents the term (3.1), etc., and the diagrammatic series for $R_{1,6}$ contains 49 terms. There are thirty diagrams of type (1), six each of type (2), (3), and (4), and one of type (5). (Most of these have been superposed on one diagram in Fig. 1 to save space.) The rules by which algebraic expressions are associated with diagrams are straightforwardly obtained from $R_{1, m}$. They are as follows:
(1) Each free dot represents $A\left(\xi_{i}\right)\left(A^{*}\left(\xi_{i}\right)\right)$ if it is in the upper (lower) row;
(2) Each attached dot represents unity;
(3) Each line joins a dot in the upper row at $\xi_{1}$ with one in the lower row at $\xi_{2}$, and represents $G\left(\xi_{1}, \xi_{2}\right)$;
(4) Each intermediate coordinate is integrated from $\xi$ to $\xi^{\prime}$, the coordinates of the unpaired dots.

Using the recursive relation for $R_{n, m}$, it follows that it possesses a diagrammatic expansion exactly analogous to $R_{1, m}$. Thus, $R_{n, m}$ is represented by the set of diagrams in which $n$ lines are inserted simultaneously, and interpreting it according to the rules just given. This is most simply demonstrated by computing $R_{2, m}$ and then proving that each application of $K_{1}$, the lowest order term in $K$, replaces one $A$ and $A^{*}$ by a correlation function. The permutation combinations may easily be shown to be given correctly by this procedure. In this way, the complicated algebraic problem is reduced to a simpler topological one.

Consider the general term $R_{n, m}$. It is the sum of the $n$ line, $m$-pair diagrams. Each diagram in this series may be subdivided into simple irreducible components. A diagram or a subdiagram is termed irreducible if it cannot be separated into two parts without severing at least one line. The separation test refers to separating pairs from each other and not to separating dots from the same pair. Then a loop is defined as an irreducible diagram containing as many lines as pairs. Thus a loop cannot involve one of the unpaired dots, and has no unattached dots. A chain is defined as an irreducible diagram containing exactly two unattached dots. Thus, a chain cannot involve one of the unpaired dots either. However, the connected part of the diagram is defined as all irreducible parts which involve the unpaired dots. These have the same topological structure as chains, extending into the diagram from the unpaired dots at each end. Thus, the connected part is either the product of two chainlike terms, or consists of a single chainlike term involving both unpaired dots. In this way an arbitrary diagram may be written in terms of its irreducible components: the connected part, chains, loops, and free pairs. Intuitively, a loop is a ring of pairs, a chain is a chain of pairs and the connected part contains the chains of pairs which are connected to the unpaired dots. The components are illustrated in Fig. 2.

This decomposition allows the full series for the Stokes field to be written as an integral over sums and products of chains and loops. For example, the 3-loop is


FIG. 2. (A) A term in $R_{8.10}$ containing a 4-chain, a 3-loop, a 1-loop, and a free pair. (B) A reducible decomposable into a 4-loop and a 2 -loop.

$$
\begin{equation*}
L_{3}=\int_{\xi^{\prime}}^{\xi} d \xi_{1} d \xi_{2} d \xi_{3} G\left(\xi_{1}, \xi_{2}\right) G\left(\xi_{2}, \xi_{3}\right) G\left(\xi_{3}, \xi_{1}\right) \tag{3.6}
\end{equation*}
$$

and the 2 -chain is

$$
\begin{equation*}
C_{2}=\int_{\xi^{\prime}}^{\xi} d \xi_{1} d \xi_{2} A^{*}\left(\xi_{1}\right) G\left(\xi_{1}, \xi_{2}\right) A\left(\xi_{2}\right) \tag{3.7}
\end{equation*}
$$

If the $B$ field is Gaussian noise and the $A$ field is slowly varying, these are simple integrals obtainable analytically in terms of tabulated functions.

The general term $R_{n, m}$ may be decomposed into a connected part and a remaining factor, the vacuum diagrams. ${ }^{19}$ Thus,

$$
\begin{equation*}
R_{n, m}=\sum_{p q} V_{q}^{p} H_{m, q}^{n-p}, \tag{3.8}
\end{equation*}
$$

where $V$ denotes the vacuum diagrams involving $p$ lines and $q$ pairs, and $H_{m, q}^{n-p}$ denotes the connected piece in which $n-p$ lines are inserted into $m$ pairs leaving exactly $q$ pairs untouched. The number of ways this can be done is given by the binomial coefficients. Thus if $h_{c}^{b}$ denotes the connected pieces involving $b$ lines and $c$ pairs exactly, leaving no untouched pairs, then

$$
\begin{equation*}
R_{n, m}=\sum_{p q} V_{q}^{p} h_{m-q}^{n-p} C_{q}^{m}, \tag{3.9}
\end{equation*}
$$

where $C_{q}^{m}$ is the binomial coefficient $m!/ q!(m-q)!$. The vacuum diagrams are therefore those diagrams in which $p$ lines are inserted into $q$ pairs without involving an unpaired or external dot. In general $V$ involves free pairs. Their contribution to $V$ may be separated out as follows,

$$
\begin{equation*}
V_{q}^{p}=\sum_{l} \chi^{l} U_{q-l}^{p-l} C_{q}^{q} \tag{3.10}
\end{equation*}
$$

Each free pair contributes $\chi$, and the remaining part of the vacuum diagram, $U_{c}^{b}$ is defined as the set of diagrams in which $b$ lines are inserted into $c$ pairs, with no free pairs left over and no unpaired dots involved. Thus $U$ must be a sum over loops and chains. The lowest order terms in $U$ are as follows:

$$
\begin{align*}
& U_{0}^{0}=1, \quad U_{1}^{1}=L_{1}, \quad U_{2}^{2}=L_{2}+\left(L_{1}\right)^{2}  \tag{3.11}\\
& U_{1}^{1}=2 C_{2} . \tag{3.12}
\end{align*}
$$

The number of chains in $U_{s}^{r}$ is given in general by $n_{c}=s-r$. If $r$ lines are inserted into $s$ pairs, there must be $2(s-r)$
unattached dots, and since each chain involves exactly two unattached dots, the result follows.

Separation of $U$ into loops and chains is achieved by considering that part of $U$ in which $k$ lines and pairs form loops. Thus,

$$
\begin{equation*}
U_{s}^{r}=\sum_{k} U_{L}^{k} U_{c s-k}^{r-k} C_{k}^{s .} \tag{3.13}
\end{equation*}
$$

From (3.13) and (3.10) it follows that $V_{q}^{p}$ contains exactly $q-p$ chains.

The chain term $U_{c}$ may be written in terms of the irreducible diagrams by dividing the $k$ pairs into collections of $k_{j}$, associating each $k_{j}$ with a loop and summing over all possible decompositions. Division of $k$ pairs into collections of $k_{j}$ can be accomplished in $k!/ \Pi k_{j}$ ! ways. Each group $k_{j}$ forms a chain $2 k_{j}$ ! ways. Thus, if each chain is of different length, each element in the chain term $U_{c}$ has the form

$$
\begin{equation*}
U_{c s}^{r} \sim 2^{n}{ }^{n} s!C_{s_{1}} C_{s_{2}} \ldots C_{s_{n}}, \tag{3.14}
\end{equation*}
$$

where $s=\Sigma_{j}^{n_{t}} s_{j}$. However, if two chains have the same length, then double counting must be avoided. The result for the chain term is as follows,

$$
\begin{equation*}
U_{c s}^{r}=s!\sum_{\left\{t_{k}\right\}} \prod_{k=2}^{\infty} \frac{\left(2 C_{k}\right)^{t_{k}}}{t_{k}!} \delta\left[n_{c}, \sum t_{k}\right] \delta\left[s, \sum k t_{k}\right] \tag{3.15}
\end{equation*}
$$

For each chain of length $k$, the chain may appear in $U_{c}, t_{k}$ times. All possible appearances and powers must be included, consistent with the constraints on the number of pairs and chains.

Similarly, the loop terms $U_{L}$ may be written in terms of the irreducible loops. However, each group of $k_{j}$ pairs may form an irreducible loop $\left(k_{j}-1\right)$ ! ways. To prove this, consider the loop with $b$ pairs. The next pair may be included $b$ ways to form the irreducible loop with $b+1$ pairs. Consequently each diagram for $b$ pairs gives $b$ diagrams for $b+1$ pairs. Induction then gives $(b-1)$ ! for the degeneracy of the $b$-loop. Thus, the loop term is

$$
\begin{equation*}
U_{L}^{b}=b!\sum_{\left\{u_{k} \mid\right.} \prod_{k=1}^{\infty} \frac{\left(L_{K} / k\right)^{u_{k}}}{u_{k}!} \delta\left[b, \sum k u_{k}\right] \tag{3.16}
\end{equation*}
$$

The derivation of (3.16) is entirely analogous to that of (3.15).

The connected piece may be simplified by recalling that it has a particularly simple topological form. In fact, it is either the product of two chainlike terms or a single chainlike term,

$$
\begin{equation*}
h_{s}^{r}=s!\left[\delta_{r, s+1} h_{s}^{(1)}+\delta_{r, s} h_{s}^{(2)}\right] \tag{3.17}
\end{equation*}
$$

In this expression
$h_{s}^{(1)}=\int_{\xi^{\prime}}^{\xi} d \xi_{1} d \xi_{2} \cdots d \xi_{s} G\left(\xi^{\prime}, \xi_{1}\right) G\left(\xi_{1}, \xi_{2}\right) \cdots G\left(\xi_{s}, \xi\right)$
and
$h_{s}^{(2)}=\sum_{i} h_{i}^{(3)} h_{s-i}^{(4)}$,
where
$h_{i}^{(3)}=\int_{\xi^{\prime}}^{\xi} d \xi_{1} d \xi_{2} \cdots d \xi_{i} G\left(\xi^{\prime}, \xi_{1}\right) G\left(\xi_{1}, \xi_{2}\right) \cdots G\left(\xi_{i-1}, \xi_{1}\right) A\left(\xi_{i}\right)$
and
$h_{i}^{(4)}=\int_{\xi^{\prime}}^{\xi} d \xi_{1} d \xi_{2} \cdots d \xi_{i} A^{*}\left(\xi_{i}\right) G\left(\xi_{i}, \xi_{i-1}\right) \cdots G\left(\xi_{2}, \xi_{1}\right) G\left(\xi_{1}, \xi\right)$.

The essential differences between these expressions and the chain terms are apparent. Note in (3.18) that there are $s+1$ correlation functions in $h_{s}^{(1)}$.

The remaining step in the diagrammatic analysis is to collect the various terms in the Stokes field expansion (2.13). Applying the noise operator to each term in $\phi_{1}$ [Eq. (2.14)], gives

$$
\begin{align*}
& e^{K}\left(A(\xi) A^{*}\left(\xi^{\prime}\right) \chi^{n} / n!\right) \\
& \quad=\sum_{r} R_{r, n} / n! \\
& \quad=\sum_{q=0}^{n} R_{q}\left(h_{m-q}^{(1)}+h_{m-q}^{(2)}\right) \tag{3.22}
\end{align*}
$$

where (3.9) and (3.17) have been used. The term $R_{q}$ is the vacuum contribution,

$$
\begin{equation*}
R_{q}=\sum_{p} V_{q}^{p} / q! \tag{3.23}
\end{equation*}
$$

Using the previous expressions for $V$, this may be expressed in the following form,

$$
\begin{equation*}
R_{q}=\sum_{p l k r} \frac{\chi^{l} U_{L}^{k} U_{c r}^{p}}{l!k!r!} \delta[q, r+k+l] . \tag{3.24}
\end{equation*}
$$

The $\delta$ function may be written as a contour integral

$$
\begin{equation*}
\delta[q, r+k+l]=(2 \pi i)^{-1} \int d \omega \omega^{r+k+l-q} \tag{3.25}
\end{equation*}
$$

where the contour is any region including the origin. Then the vacuum term $R_{q}$ separates into three terms, each of which separates into simple components. The result is a simple integral expression

$$
\begin{equation*}
R_{q}=\int \frac{d \omega e^{P}}{2 \pi i \omega^{1+q}} \tag{3.26}
\end{equation*}
$$

where the exponent $P$ is a sum over the chains and loops,

$$
\begin{equation*}
P(\omega)=\left(\chi+L_{1}\right) \omega+\sum_{k=2}^{\infty}\left(2 C_{k}+L_{k} / k\right) \omega^{k} \tag{3.27}
\end{equation*}
$$

Finally, the expression for $\phi_{1}$ in (2.14) is obtained,

$$
\begin{equation*}
e^{K} \phi_{1}=\int \frac{d \omega e^{P}}{2 \pi i \omega} f_{1}(\omega) \tag{3.28}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{1}(\omega)=\sum_{n, q} \frac{\left(\sigma_{1} \sigma_{2} z\right)^{n+q+k}}{(n+q+1)!}\left(h_{n}^{(1)}+h_{n}^{(2)}\right) \omega^{-q} \tag{3.29}
\end{equation*}
$$

Note that $P$ and $f_{1}$ are functions of $\xi$ and $\xi^{\prime}$, and that $\omega$ has the dimensions $\chi^{-1}$, as written. Appropriate dimensional parameters may be inserted to make $\omega$ dimensionless, if it proves useful to do so.

## IV. DIAGRAMMATIC ANALYSIS FOR THE STOKES INTENSITY

The exact result for the Stokes intensity is obtained from (2.4). However, rather than computing the Stokes intensity directly, it is more convenient to evaluate the noise at the Stokes frequency, by examining the mean square deviation of the field amplitude. This is a real positive quantity defined as follows,

$$
\begin{equation*}
\delta E^{2}=\left\langle E E^{*}\right\rangle-\langle E\rangle\langle E\rangle^{*} \tag{4.1}
\end{equation*}
$$

Expanding the Bessel functions in (2.5), one obtains a form for the mean square field deviation similar to (2.13), etc., for the mean field. The major differences are the appearance of a term involving the intrinsic noise of the medium, and a double integral representation,

$$
\begin{align*}
\delta E^{2}= & \int_{-\infty}^{\xi} d \xi \exp \left[-\Gamma\left(\xi-\xi_{1}\right)\right] E_{s}\left(\xi_{1}, 0\right) \\
& \times \int_{-\infty}^{\xi} d \xi_{2} \exp \left[-\Gamma\left(\xi-\xi_{2}\right)\right] E_{s}^{*}\left(\xi_{2}, 0\right)\left(\psi+\psi_{N}\right) \tag{4.2}
\end{align*}
$$

In this expression the integrand has the following form,

$$
\begin{equation*}
\psi=e^{K} \phi_{1}\left(\xi_{1}, z\right) \phi_{1}^{*}\left(\xi_{2}, z\right)-e^{K} \phi_{1}\left(\xi_{1}, z\right) e^{K} \phi_{1}^{*}\left(\xi_{2}, z\right) \tag{4.3}
\end{equation*}
$$

Here $\phi_{1}$ is given by (2.14), and $e^{K}$ is the noise operator introduced earlier. The second term in the integrand depends on the correlation function of the noise source. Because the velocity of the optical phonon may be neglected, this source has no correlation between neighboring points. Thus

$$
\begin{equation*}
\left\langle N(z, t) N^{*}\left(z^{\prime}, t^{\prime}\right)\right\rangle=N^{2} \delta\left(z-z^{\prime}\right) G_{N}\left(\xi-\xi^{\prime}\right) \tag{4.4}
\end{equation*}
$$

and its contribution to the integrand is

$$
\begin{align*}
\psi_{N}= & N^{2} G_{N}\left(\xi_{1}-\xi_{2}\right) e^{K}|A(\xi)|^{2} \\
& \times \sum_{n, m} \frac{\left(\sigma_{1} \sigma_{2} z\right)^{n+m+1} \chi\left(\xi, \xi_{1}\right)^{n} \chi\left(\xi, \xi_{2}\right)^{m}}{\sigma_{1} \sigma_{2}(n+m+1)(n!m!)^{2}} \tag{4.5}
\end{align*}
$$

[Akhmanov et al. ${ }^{8}$ assume that $G_{N}$ is $\delta$-correlated. However, this implies that the relaxation time of the thermal noise in the optical phonon is much shorter than the transverse relaxation time of the molecular excitation. This appears to be questionable, since both phenomena originate in the same mechanism, namely dephasing collisions. Thus $G_{N}$ has a correlation time comparable to $1 / \Gamma$ and cannot be set equal to a $\delta$ function under the $\xi$ integrals. Equation (4.5) is the basis for Akhmanov's treatment of the case of slowly relaxing molecular oscillations.]

In order to compute the variance, $\delta E$, and consequently to obtain the intensity, we shall, for the moment, ignore the term $\psi_{N}$, and note that the second term in (4.3) has already been obtained in the previous section. The first term, through (2.14), gives rise to expressions of the form of $P_{n, m, m^{\prime}}$, defined in (2.19). These may be evaluated by a diagrammatic approach which is exactly analogous to that used for the field. An inessential complication is the appearance of three times, $\xi$, or equivalently the appearance of two types of pairs, depending on whether the arguments in $\chi$ are $\left(\xi, \xi_{1}\right)$


FIG. 3. Elements in the diagrammatic expansion for $\delta E$. The first pair is not integrated over, but is evaluated at $\xi$. The term displayed is a contribution to $P_{9,4.5}$.
or $\left(\xi, \xi_{2}\right)$. In Fig. 3, a typical term in the diagrammatic expansion for the variance is displayed. The unmatched dots represent the field at $\xi_{1}$ and $\xi_{2}$, and the first pair (lhs) is not a pair to be integrated over, but represents the product $A(\xi) A^{*}(\xi)$. The pairs are divided into two groups, which may be connected by lines regardless of the group to which they belong. The rules for interpretation of the graphs are otherwise the same as for the mean field diagrams. The result is a decomposition of diagrams into connected and vacuum parts, exactly as above, and subsequent decomposition into chains and loops. However, these terms must be generalized somewhat in order to accommodate the existence of two types of pair, and the ordering of the integrations associated with a particular sequence of pairs.

The general term $P_{n, m, m^{\prime}}$ may be decomposed into a connected part and a remaining factor, the vacuum diagrams. Thus

$$
\begin{equation*}
P_{n, m, m^{\prime}}=\sum_{p q q^{\prime}} V_{q q^{\prime}}^{p} H_{m q m^{\prime} q^{\prime}}^{n-p} \tag{4.6}
\end{equation*}
$$

where $V$ denotes the vacuum diagrams involving $q$ pairs of type (1), $\left(\xi, \xi_{1}\right)$ and $q^{\prime}$ of type (2). Clearly, the decomposition into simpler parts is exactly analogous to the mean field case, but where the indices must follow each type of pair explicitly. Thus, in the separation into vacuum and connected pieces, and the subsequent decomposition of the vacuum terms, the variance expansion carries two sets of indices, whereas the mean field expansion carries one set. This is the only major difference in the systematics of the expansions. However, the terms which can contribute are more varied and numerous in the variance expansion.

The systematics of the decomposition of the vacuum terms into chains and loops have already been detailed. On carrying out this process one obtains the following result,

$$
\begin{align*}
R_{q q^{\prime}} & =\sum_{p} V_{q q^{\prime}}^{p} / q^{\prime} q^{\prime}! \\
& =(2 \pi i)^{-2} \int d \omega_{1} d \omega_{2} e^{Q} / \omega_{1}^{1+q} \omega_{2}^{1+q^{\prime}} \tag{4.7}
\end{align*}
$$

The exponent $R$ is a sum over generalized loops and chains

$$
\begin{align*}
Q\left(\omega_{1}, \omega_{2}\right)= & \chi_{1} \omega_{1}+\chi_{2} \omega_{2}+\sum\left(2 C_{l}+L_{k l} /(k+l)\right) \\
& \times \frac{\omega_{1}^{k}}{k!} \frac{\omega_{2}^{l}}{l!}(k+l)! \tag{4.8}
\end{align*}
$$

where $\chi_{1,2}$ are given by

$$
\begin{equation*}
\chi_{1,2}=\int_{\xi_{1.2}}^{\xi}\left|A\left(\xi^{\prime \prime}\right)\right|^{2} d \xi^{\prime \prime} \tag{4.9}
\end{equation*}
$$

and the loops and chains are as follows:

$$
\begin{align*}
& L_{k l}=k!l!/(k+l)!\sum_{\sigma} L_{k l}^{\sigma}  \tag{4.10}\\
& C_{k l}=k!l!/(k+l)!\sum_{\sigma} C_{k l}^{\sigma} . \tag{4.11}
\end{align*}
$$

The parameter $\sigma$ is a label taking $(k+l)!/ k!l!$ values, which labels the ordering of the integrations in these elements. For example, $L_{k 0}$ is proportional to $L_{k}$, containing only one type of integration, whereas $L_{k}^{\sigma}$ contains $k$ integrations over the range $\left(\xi, \xi_{1}\right)$ and one over the range $\left(\xi, \xi_{2}\right)$. Thus each permutation of the orders of the integration limits must be included. All the degeneracy factors have been removed in (4.8) and in the definitions (4.10) and (4.11) so that only distinct orderings are to be included in the sums indicated in $L_{k l}$ and $C_{k l}$. Each ordering has weight unity. Finally the sum in (4.8) is over the range $0 \leqslant k, l<\infty$, but excluding the point $k=l=0$.

For direct comparison with the mean field expansion, the 2-, 1-loop is

$$
\begin{align*}
L_{21}= & \int_{\xi_{1}}^{\xi} d \xi^{\prime} \int_{\xi_{1}}^{\xi} d \xi^{\prime \prime} \int_{\xi_{2}}^{\xi} d \xi^{\prime \prime} G\left(\xi^{\prime}, \xi^{\prime \prime}\right) \\
& \times G\left(\xi^{\prime \prime}, \xi^{\prime \prime \prime},\right) G\left(\xi^{\prime \prime \prime}, \xi^{\prime}\right) \tag{4.12}
\end{align*}
$$

There is only one type of 2-, 1-loop, since all others are the same as this by permutation symmetry. There are, however, three distinct $2-, 1$-chains, according to the position of the $\left(\xi, \xi_{2}\right)$ integration.

In the case $\xi_{1}=\xi_{2}$ the distinction disappears and at this point we have

$$
\begin{equation*}
L_{k l}=L_{k+l}, \quad C_{k l}=C_{k+l}, \tag{4.13}
\end{equation*}
$$

and

$$
\begin{equation*}
Q\left(\omega_{1}, \omega_{2}\right)=P\left(\omega_{1}+\omega_{2}\right) \tag{4.14}
\end{equation*}
$$

The distinction between field- and variance-expansion quantities is in the number of arguments or indices involved. It is straightforward to show that in this case, $\left(\xi_{1}=\xi_{2}\right)$, one of the $\omega$-integrals may be performed analytically, giving the following result, which is necessary for consistency,

$$
\begin{equation*}
R_{q q^{\prime}}=\frac{\left(q+q^{\prime}\right)!}{q!q^{\prime}!} R_{q+q^{\prime}} \tag{4.15}
\end{equation*}
$$

The connected pieces form three categories according to the number of chainlike terms in them. From (4.6)

$$
\begin{equation*}
H_{m q, m^{\prime} q^{\prime}}^{p}=C_{q}^{m} C_{q^{\prime}}^{m^{\prime}} h_{m-q, m^{\prime}-q^{\prime}}^{p} \tag{4.16}
\end{equation*}
$$

in a simple generalization of (3.9), and the reduced term is expressible as a sum over products of chainlike terms,

$$
\begin{align*}
h_{s t}^{r}= & s!t!\left[\delta[r, s+t+2] h_{s t}^{(1)}+\delta[r, s+t+1] h_{s t}^{(2)}\right. \\
& \left.+\delta[r, s+t] h_{s t}^{(3)}\right] \tag{4.17}
\end{align*}
$$

The first term is a product of two chainlike terms,

$$
\begin{align*}
h_{s t}^{(1)}= & \sum_{i j}\left(b_{s-1, t-j}\left(\xi, \xi_{1}\right) b_{i j}\left(\xi_{2}, \xi\right)\right. \\
& \left.+b_{s-i, t-j}(\xi, \xi) b_{i j}\left(\xi_{1}, \xi_{2}\right)\right) C_{i}^{s} C_{j}^{t} / s!t!, \tag{4.18}
\end{align*}
$$

where each term is a sum over different orderings of the integration limits. For example,

$$
\begin{equation*}
b_{r s}\left(\xi, \xi_{1}\right)=\sum_{\sigma} b_{r s}^{\sigma}\left(\xi, \xi_{1}\right) \tag{4.19}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{r s}^{\sigma}\left(\xi, \xi_{1}\right)=\int d \xi_{2} \cdots d \xi_{\beta} G\left(\xi, \xi_{2}\right) \cdots G\left(\xi_{\beta}, \xi_{1}\right) \tag{4.20}
\end{equation*}
$$

contains $r\left(\xi, \xi_{1}\right)$-limits and $s\left(\xi, \xi_{2}\right)$-limits, and $\sigma$ labels their order of appearance. Note that each ordering is distinct, so that there are $C_{r}^{r+s}$ terms. The second term is a sum products of three chainlike terms,

$$
\begin{align*}
h_{s t}^{(2)}= & P_{s t}\left(\xi, \xi_{1} ; \xi_{2}, \xi\right) \\
& +P_{s t}\left(\xi, \xi ; \xi_{2}, \xi_{1}\right)+P_{s t}\left(\xi_{2}, \xi ; \xi, \xi_{1}\right) \tag{4.21}
\end{align*}
$$

where

$$
\begin{align*}
& P_{s l}\left(\xi, \xi_{1} ; \xi_{2}, \xi^{\prime}\right) \\
&=\sum_{i j k l m n} b_{i l}\left(\xi, \xi_{1}\right) d_{j m}^{*}\left(\xi^{\prime}\right) d_{k n}\left(\xi_{2}\right) \\
& \quad \times(i!!!k!!!m!n!)^{-1} \delta[s, i+j+k] \delta[t, l+m+n] \tag{4.22}
\end{align*}
$$

and $d$ is a sum over integration orderings, $d=\Sigma d^{\sigma}$,
$d_{j m}^{\sigma}(\xi)=\int d \xi_{\alpha} \cdots d \xi_{\beta} A\left(\xi_{\alpha}\right) G\left(\xi_{\alpha}, \xi_{\alpha+1}\right) \cdots G\left(\xi_{\beta,} \xi\right)$.
Again all orderings are distinct. The last term is a product of four chainlike terms,

$$
\begin{align*}
h_{s t}^{(3)}= & \sum_{i j k l} \sum_{m n p q} d_{i m}(\xi) d_{j n}^{*}(\xi) d_{k p}\left(\xi_{1}\right) d_{l q}^{*}\left(\xi_{2}\right) \\
& \times(i!!!k!l!m!n!p!q!)^{-1} \delta[s, i+j+k+l] \\
& \times \delta[t, m+n+p+q] \tag{4.24}
\end{align*}
$$

where each term has been defined previously. Despite the proliferation of indices, these terms havesimple topologicalinterpretations. The first describes a diagram where two chainlike termsjoin the unpaired dots, and do not end on one member of a pair. The second describes a diagram just like the first, but where one link in one of the two chainlike terms has been removed. The third describes a diagram in which one link in each of the two chainlike terms has been removed. On summing over all contributions consistent with the number of pairs of each type, the quoted results are obtained.

The remaining step is the collection of all terms in the variance expansion. From (4.3) and (2.14) we obtain

$$
\begin{equation*}
e^{\kappa} \phi_{1}\left(\xi_{1}, z\right) \phi_{1}\left(\xi_{2}, z\right)=\sum_{q q^{\prime}} R_{q q^{\prime}} F_{q q^{\prime}} \tag{4.25}
\end{equation*}
$$

where

$$
\begin{align*}
F_{q q^{\prime}}= & \sum_{m, n} \frac{\left(\sigma_{1} \sigma_{2} z\right)^{m+n+q+q^{\prime}+2}}{(m+q+1)!\left(n+q^{\prime}+1\right)!} \\
& \times\left(h_{m n}^{(1)}+h_{m n}^{(2)}+h_{m n}^{(3)}\right) \tag{4.26}
\end{align*}
$$

This leads to the following integral representation of the first
term in $\delta E^{2}$. From (4.26), one obtains

$$
\begin{equation*}
e^{K} \phi_{1} \phi_{1}=\int \frac{d \omega_{1} d \omega_{2}}{(2 \pi i)^{2} \omega_{1} \omega_{2}} e^{Q} F\left(\omega_{1}, \omega_{2}\right) \tag{4.27}
\end{equation*}
$$

where $Q$ is defined by (4.8) and

$$
\begin{equation*}
F=\sum_{q q^{\prime}} F_{q q^{\prime}} \omega_{1}^{-q} \omega_{2}^{-q^{\prime}} \tag{4.28}
\end{equation*}
$$

The noise source term $\psi_{N}$ has a similar diagrammatic expansion. The vacuum diagrams are identical to those just obtained but the connected pieces are different. The appearance of only two unmatched dots (the first pair) gives an expansion similar to the mean field case

$$
h_{N s t}^{r}=s!t!\left[\delta[r, s+t+1] h_{N s t}^{(1)}+\delta[r, s+t] h_{N s t}^{(2)}\right] .
$$

Here

$$
\begin{equation*}
h_{N s t}^{(1) \sigma}=\int d \xi_{\alpha} \cdots d \xi_{\beta} G\left(\xi, \xi_{\alpha}\right) \cdots G\left(\xi_{\beta}, \xi\right) \tag{4.30}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{N s t}^{(2)}=\sum_{i j} d_{s-i, t-j}(\xi) d_{i j}^{*}(\xi)\left(C_{i}^{s} C_{j}^{t} / S!t!\right), \tag{4.31}
\end{equation*}
$$

where $d^{(3)}$ is a sum over permutations of the ordering of the integration limits. Again one obtains an integral representation for the noise source term. From (4.5)

$$
\begin{equation*}
\psi_{N}=\int \frac{d \omega_{1} d \omega_{2} e^{Q}}{(2 \pi i)^{2} \omega_{1} \omega_{2}} F_{N}\left(\omega_{12} \omega_{2}\right) \tag{4.32}
\end{equation*}
$$

where

$$
\begin{align*}
F_{N}= & \frac{N^{2}}{\sigma_{1} \sigma_{2}} G_{N}\left(\xi_{1}-\xi_{2}\right) \sum_{n m} \frac{\left(\sigma_{1} \sigma_{2} z\right)^{n+m+1+q+q^{\prime}}}{(n+q+1)!\left(m+q^{\prime}+1\right)!} \\
& \times\left(h_{N q q}^{(1)}+h_{N q q^{\prime}}^{(2)}\right) \omega_{1}^{-q} \omega_{2}^{-q^{\prime}} . \tag{4.33}
\end{align*}
$$

## V. APPLICATION: INITIAL BEHAVIOR

The formalism developed in the preceding sections gives a general method of analyzing pump stochasticity. Under certain circumstances, and despite the profusion of mathematical symbols, the results for the Stokes wave may be expressed in a simple and useful form. The method is illustrated first by analyzing the initial behavior of the system. In the interests of simplicity the coherent part of the pump is taken to be a square pulse. Thus ${ }^{20}$

$$
\begin{equation*}
\chi\left(\xi, \xi_{1}\right)=I_{c}\left(\xi-\xi_{1}\right), \tag{5.1}
\end{equation*}
$$

where $I_{c}$ is the intensity of the coherent part of the pump alone. In computing the Stokes wave behavior, it is assumed that a small plane wave signal is incident at the point $z=0$. These idealizations best illustrate the effect of pump noise.

The initial behavior of the system deals with the region $\xi-\xi^{\prime}<\tau$, the correlation time of the noise component. In this region the correlation function is given by ${ }^{20}$

$$
\begin{equation*}
G\left(\xi, \xi^{\prime}\right)=I_{r} \tag{5.2}
\end{equation*}
$$

and is independent of $\xi$. The various diagrams are trivial to compute, and if

$$
\begin{equation*}
\alpha=I_{r}\left(\xi-\xi_{1}\right) \tag{5.3}
\end{equation*}
$$

the loops and chains of the field expansion are

$$
\begin{align*}
& L_{n}=\alpha^{n}  \tag{5.4a}\\
& C_{n}=\kappa \alpha^{n} \tag{5.4b}
\end{align*}
$$

where $\kappa$ is the ratio of the coherent and noise intensities

$$
\begin{equation*}
\kappa=I_{d} / I_{r} \tag{5.5}
\end{equation*}
$$

From (3.27) the vacuum terms may be summed to give the exponent $P$,

$$
\begin{equation*}
P=\chi \omega+2 \kappa\left[(1-\alpha \omega)^{-1}-1-\alpha \omega\right]-\ln (1-\alpha \omega) \tag{5.6}
\end{equation*}
$$

The series for $P$ converges only if $|\alpha \omega|<1$, thus restricting the contour of the complex integral, to avoid the singularities of $P$ at $\alpha \omega=1$. The connected diagrams are

$$
\begin{align*}
& h_{s}^{(1)}=I_{r} \alpha^{s}  \tag{5.7}\\
& h_{s}^{(2)}=I_{c}(s+1) \alpha^{s}, \tag{5.8}
\end{align*}
$$

and from (3.29) the connected pieces may be found using the formula, valid for all $x, y$,

$$
\begin{equation*}
\sum_{n q} x^{n} y^{q} /(n+q+1)!=(x-y)^{-1}\left(e^{x}-e^{y}\right) \tag{5.9}
\end{equation*}
$$

Thus,
$f_{1}=b I_{r}\left(1+\kappa \frac{\partial}{\partial \alpha} \alpha\right)\left(b \alpha-\frac{b}{\omega}\right)^{-1}\left(e^{b \alpha}-e^{b / \omega}\right)$,
where $b=\sigma_{1} \sigma_{2} z$. Inserting these expressions into (3.28), and noting the contour restrictions gives

$$
\begin{equation*}
e^{\kappa} \phi_{1}\left(\xi_{1}, z\right)=b I_{r}\left(1+\kappa \frac{\partial}{\partial \alpha} \alpha\right) J(b \alpha, \kappa), \tag{5.11}
\end{equation*}
$$

where

$$
\begin{equation*}
J(x, y)=\int \frac{d \sigma}{2 \pi i(1-\sigma)^{2}} \exp \left[\frac{x}{\sigma}+y\left(\frac{2}{1-\sigma}-2-\sigma\right)\right] \tag{5.12}
\end{equation*}
$$

around a contour $|\sigma|<1$. It may be written as a sum over Laguerre polynomials and Bessel functions,

$$
\begin{align*}
J(x, y)= & e^{x} \sum_{n=0}^{\infty}(x / 2 y)^{(n+1) / 2}(-1)^{n} L_{n}^{(-1)}(-y) \\
& I_{n+1}(2 \sqrt{2 x y}) \tag{5.13}
\end{align*}
$$

This result describes the initial behavior of the Stokes field until either $\xi \gtrsim \tau$ or the intensity is comparable to the pump intensity.

In the limit of no noise, $\alpha \rightarrow 0$, and $\kappa \rightarrow \infty$ but $\kappa b \alpha$ remains finite. Then it is straightforward to show that the purely coherent results (2.13) and (2.14) follow from (5.11) and (5.13). In the opposite extreme of pure noise, $\kappa \rightarrow 0$ and (5.13) gives a remarkably simple result,

$$
\begin{equation*}
e^{K} \phi_{1}=b I_{r} \exp \left[b I_{r}\left(\xi-\xi^{\prime}\right)\right] \tag{5.14}
\end{equation*}
$$

From (2.13) the gain experienced by the Stokes field is exactly

$$
\begin{equation*}
\left\langle E(\xi, z) / E_{0}\right\rangle=\frac{G}{G-2}\left\{\exp \left[\frac{1}{2} \Gamma \xi(G-2)\right]-1\right\}+1 \tag{5.15}
\end{equation*}
$$

Here $G$ is the nominal gain

$$
\begin{equation*}
G=\gamma I_{r} z, \tag{5.16}
\end{equation*}
$$

where $\gamma$ is the steady-state gain coefficient for the Stokes intensity under coherent pumping conditions

$$
\begin{equation*}
\gamma=2 \sigma_{1} \sigma_{2} / \Gamma \tag{5.17}
\end{equation*}
$$

The field behaves initially in a manner reminiscent of a phase transition. For weak pumping, the field tends to a finite limit as $\xi$ increases, but for strong pumping, the field grows exponentially.

The variance of the field may be found analogously. Defining

$$
\begin{align*}
& \alpha=I_{r}\left(\xi-\xi_{1}\right),  \tag{5.18a}\\
& \beta=I_{r}\left(\xi-\xi_{2}\right), \tag{5.18b}
\end{align*}
$$

gives the loops and chains of the variance expansion,

$$
\begin{align*}
& L_{k l}=\alpha^{k} \beta^{\prime}  \tag{5.19a}\\
& C_{k l}=\kappa \alpha^{k} \beta^{l} \tag{5.19b}
\end{align*}
$$

From (4.8) the vacuum terms give the exponent

$$
\begin{equation*}
Q=\kappa f\left(\alpha \omega_{1}+\beta \omega_{2}\right)-\ln \left(1-\alpha \omega_{1}-\beta \omega_{2}\right) \tag{5.20}
\end{equation*}
$$

where

$$
\begin{equation*}
f(x)=2(1-x)^{-1}-2-x \tag{5.21}
\end{equation*}
$$

The connected pieces are conveniently written

$$
\begin{equation*}
h_{s t}^{(j)}=C^{(j)} \alpha^{s} \beta^{t} Y_{s t}^{(j)} \tag{5.22}
\end{equation*}
$$

where

$$
\begin{equation*}
C^{(j)}=\left(2 I_{r}^{2}, 3 I_{r} I_{s}, I_{c}^{2}\right) \tag{5.23}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{s t}^{(j)}=C_{s}^{s+j} C_{t}^{j+i} \tag{5.24}
\end{equation*}
$$

Using (5.9) the function $F$, defined in (4.28), may be written in a closed form, from which the variance expansion follows,

$$
\begin{align*}
e^{K} \phi_{1}\left(\xi_{1}, z\right) \phi_{1}\left(\xi_{2}, z\right)= & {\left[\frac{I_{c}^{2}}{36}\left(\frac{\partial^{2}}{\partial \alpha \partial \beta}\right)^{3}(\alpha \beta)^{2}+\frac{3 I_{c} I_{r}}{4}\right.} \\
& \left.\times\left(\frac{\partial^{2}}{\partial \alpha \partial \beta}\right)^{2} \alpha \beta+2 I_{r}^{2} \frac{\partial^{2}}{\partial \alpha \partial \beta}\right] J \tag{5.25}
\end{align*}
$$

where

$$
\begin{align*}
J= & \int \frac{d \sigma_{1} d \sigma_{2}}{(2 \pi i)^{2}\left(1-\sigma_{1}\right)\left(1-\sigma_{2}\right)\left(1-\sigma_{1}-\sigma_{2}\right)} \\
& \times \exp \left(\kappa f\left(\sigma_{1}+\sigma_{2}\right)+\frac{b \alpha}{\sigma_{1}}+\frac{b \beta}{\sigma_{2}}\right) \tag{5.26}
\end{align*}
$$

This integral does not have a useful repesentation in terms of the standard transcendental functions.

In the limit of no noise, (5.25) and (5.26) reduce to the square of the coherent pump result for the field. Consequently the variance vanishes,

$$
\begin{equation*}
\delta E^{2}=0 \tag{5.27}
\end{equation*}
$$

In the case of pure noise, the integral $J$ is easily evaluated to give

$$
\begin{equation*}
J=e^{b(\alpha+\beta)}\left[I_{0}\left(2 b(\alpha \beta)^{1 / 2}\right)-1\right] . \tag{5.28}
\end{equation*}
$$

Inserting this into (5.25) gives the general result

$$
\begin{align*}
& \int d \xi_{1} d \xi_{2} \exp \left[-\Gamma\left(2 \xi-\xi_{1}-\xi_{2}\right)\right] e^{K} \phi_{1}\left(\xi_{1}, z\right) \phi_{1}\left(\xi_{2}, z\right) \\
& \quad=\sum_{n=1}^{\infty}\left[C_{n}(G \Gamma \xi, \Gamma \xi) / n!\right]^{2} \tag{5.29}
\end{align*}
$$

where
$C_{n}(x, y)=e^{x-y} x^{n}[1+y \Phi(1, n+1 ; y-x) / n+1]$
and $\Phi$ is a confluent hypergeometric function. The sum increases without limit as $\xi \rightarrow \infty$ if $G_{r} \geqslant 1$, otherwise it tends to a finite value. This qualitative behavior is similar to that of the field, but the threshold is smaller by a factor of 2 . More detailed comparison with (5.14) shows that the variance is dominated by the first term in (4.3), and is much larger than the mean field squared. Thus the Stokes wave is mostly noise. That is, for $G \rightarrow \infty$

$$
\begin{equation*}
\delta E^{2} / E_{0}^{2}=2 e^{2 s} I_{0}(2 s)-3 e^{2 s}+2 e^{s}-1, \tag{5.31}
\end{equation*}
$$

where $s=\frac{1}{2} G \Gamma \xi$, and for $G=2$

$$
\begin{equation*}
\delta E^{2} / E_{0}^{2}=4\left[I_{0}(2 s)+I_{1}(2 s)\right]-3 s^{2}-4 s-4 \tag{5.32}
\end{equation*}
$$

while, for $G \ll 1$

$$
\begin{equation*}
\delta E^{2} / E_{0}^{2}=1 / G^{2} \tag{5.33}
\end{equation*}
$$

Neglecting the contribution of the mean field squared to the mean intensity, the gain experienced by the Stokes intensity may be written approximately

$$
\begin{equation*}
\left\langle I_{s} / I_{i n}\right\rangle \simeq \exp [2(2 G-1) \Gamma \xi]+1 \tag{5.34}
\end{equation*}
$$

Of the two extremes, pure noise and no noise, the former can be much more effective in producing gain at the Stokes frequency. The coherent result, obtained from (2.13), is as follows,

$$
\begin{equation*}
I_{s} / I_{i n}=\exp [2 G(1-\eta)] \tag{5.35}
\end{equation*}
$$

where $\eta$ is a function of $\Gamma \xi$ and $G$ which tends to zero as $\xi \rightarrow \infty$ and which is negligible for $\Gamma \xi \gtrsim G$. The coherent case has a steady state limit, whereas the pure noise case increases with $\xi$ until either $\xi>\tau$ or pump depletion is significant. For small $\xi$, the coherent case grows slowly in time,

$$
\begin{equation*}
I_{s} / I_{i n} \simeq \exp \left[2(G \Gamma \xi)^{1 / 2}\right] \tag{5.36}
\end{equation*}
$$

Again, this is in marked contrast to the noise pump case.

## VI. CHAIN APPROXIMATION

The correlation function for Gaussian noise is

$$
\begin{equation*}
G\left(\xi, \xi^{\prime}\right)=I_{r} \exp \left[-\left(\xi-\xi^{\prime}\right)^{2} / \tau^{2}\right] \tag{6.1}
\end{equation*}
$$

where $\tau$ is the correlation time. The exact expressions for the loops and chains obtained using (6.1) are not simple in general, and do not allow an analytic solution. However, useful analytic expressions may be obtained for the experimentally important case where the noise component is small compared to the mean pump field. In this case the loops other than $L_{1}$ may be neglected compared to the chains; hence the name chain approximation.

The chains obtained from (6.1) are well approximated by the following:

$$
\begin{align*}
& C_{n}=\kappa \lambda(\alpha / \lambda)^{n}  \tag{6.2}\\
& C_{k l}=\kappa \alpha^{k} \beta^{l}\left(1 / 2 \mu^{2}+1 / 2 \lambda^{2}\right)^{(k+l-1) / 2} \tag{6.3}
\end{align*}
$$

where $\alpha, \beta$ are given by (5.18) and $\lambda, \mu$ are defined by

$$
\begin{align*}
& \lambda^{2}=1+\pi^{-1}\left[\left(\xi-\xi^{\prime}\right) / \tau\right]^{2}  \tag{6.4}\\
& \mu=\lambda\left(\xi, \xi^{\prime \prime}\right) \tag{6.5}
\end{align*}
$$

These expressions are least accurate for $\xi-\xi^{\prime} \sim \tau$, where the error is small (a few percent), but away from that region the error is negligible. The mean pump intensity is $I_{m}=I_{c}+I_{r}$, for which the nominal gain for the intensity of the Stokes wave is

$$
\begin{equation*}
\bar{G}=\gamma I_{m} z \tag{6.6}
\end{equation*}
$$

The ripple gain is defined as in (5.16),

$$
\begin{equation*}
G_{r}=\gamma I_{r} z . \tag{6.7}
\end{equation*}
$$

The Stokes field is given by (2.13) and (3.28). The complex integral is straightforwardly evaluated using the method of steepest descents. The field itself may then be found using a similar technique for the $\xi$-integral. In the transient regime the result in lowest order is

$$
\begin{equation*}
E_{s} \sim E_{s}^{(0)} \exp \left[(2 \bar{G} \Gamma \xi)^{1 / 2}-\Gamma \xi+G_{r} \Gamma \xi / \lambda\right] \tag{6.8}
\end{equation*}
$$

and the chain approximation is valid in the region

$$
\begin{equation*}
G_{r} \ll(\bar{G} / 2 \Gamma \xi)^{1 / 2} . \tag{6.9}
\end{equation*}
$$

In the steady state regime, the Stokes field in lowest order is

$$
\begin{equation*}
E_{s} \sim E_{s}^{(0)} \exp \left[\bar{G} / 2+\pi^{1 / 2} G_{r} \Gamma \tau /\left(1+g^{2}\right)^{1 / 2}\right] \tag{6.10}
\end{equation*}
$$

where

$$
\begin{equation*}
g=2 \pi^{1 / 2} \Gamma \tau / \bar{G} \tag{6.11}
\end{equation*}
$$

The chain approximation is valid in the region

$$
\begin{equation*}
G_{r} \ll(\bar{G} / 2 \Gamma \tau)^{1 / 2} \tag{6.12}
\end{equation*}
$$

Thus as the correlation time increases, the approximation fails and the initial system behavior results of the previous section apply.

The lowest order chain approximation is essentially the same one used by D'yakov, and Pasmanik and Friedman. Their results correspond to retaining no loops and only the four lowest order chain $C_{2}, C_{02}, C_{11}$, and $C_{02}$. The next higher order chain approximation may be obtained by expanding $P(\omega)$ in 3.27 in a power series $\operatorname{in} \beta=I_{r} / I_{m}-I_{r}$, and truncating the chain sum at $C_{3}$. It is simple to include the loop term $L_{2}$, to obtain a slightly more accurate expression. The complex integral may then be evaluated using the method of stationary phase. The next higher order contribution to the gain exponent is found to be

$$
\begin{equation*}
-2\left(G_{r} / \bar{G}\right)^{2}(2 \bar{G} \Gamma \xi)^{3 / 2} \lambda^{-2} \tag{6.13}
\end{equation*}
$$

in the transient regime, and

$$
\begin{equation*}
-\pi^{1 / 2} G_{r}^{2} g /\left(1+g^{2}\right) \tag{6.14}
\end{equation*}
$$

in the steady state regime, where $g$ is given by (6.11)
The noise at the Stokes frequency is given by the variance and may be evaluated analogously to the field, using (2.13) and (4.27). In the transient regime the ratio of variance to intensity is given by the following,

$$
\begin{align*}
\Delta & =-\ln \left(1-\delta E^{2} /\left\langle E^{2}\right\rangle\right) \\
& =2 G_{r} \Gamma \xi / \lambda-6\left(G_{r} / \bar{G} \lambda\right)^{2}(2 \bar{G} \Gamma \xi)^{3 / 2} \tag{6.15}
\end{align*}
$$

and in the steady-state regime by

$$
\begin{equation*}
\Delta=\pi^{1 / 2}\left[G_{r} \Gamma \tau\left(1+g^{2}\right)^{-1 / 2}-3 G_{r}^{2} g\left(1+g^{2}\right)^{-1}\right] . \tag{6.16}
\end{equation*}
$$

It is immediately clear that unless $\Gamma \tau<1 / G_{r}$ the Stokes wave is mainly noise. Thus the condition for reproducibility of the experiment is

$$
G_{r} \Gamma \tau \ll 1
$$

This condition does not seem to be a stringent requirement for molecular vibrational Raman scattering.

## VII. LOOP APPROXIMATION

The chain approximation describes pumping by a sources with a strong monochromatic, i.e., nonstochastic component. In the other extreme of pure noise pumping, $A=0$. Again, this case does not allow a simple analytic result in general, but good approximations are available. If $A=0$, the chain terms vanish, resulting in the loop approximation.

The only surviving connected diagrams are $h_{s}^{(1)}$. In general, these diagrams are complicated analytic expressions, but are approximately given by

$$
\begin{equation*}
h_{s}^{(1)} \cong I_{r}\left(I_{r} \xi / \lambda\right)^{s} \exp \left[-\xi^{2} / \tau^{2}(s+1)\right] \tag{7.1}
\end{equation*}
$$

Thus even if $\xi \gg \tau$, if $s$ is large enough, $h_{s}$ may be significant. Since $P(\omega)$ is nonsingular at $\omega=0$, only the singular part of the connected diagram sum is required. From (3.29), this is

$$
\begin{align*}
f(\omega) & =\omega e^{b / \omega} \sum_{n} \omega^{n} h_{n}^{(1)} \\
& =\omega I,,^{b / \omega} \sum_{n}(\tilde{\alpha} \omega)^{n} \exp \left[-\xi^{2} / \tau^{2}(s+1)\right] \tag{7.2}
\end{align*}
$$

where $\tilde{\alpha}=\alpha / \lambda$. In the limit $\omega \tilde{\alpha} \rightarrow 0$, the sum reduces to the lowest order term, but in the limit $\tilde{\alpha} \omega \rightarrow 1$ it gives a singular result,

$$
\begin{equation*}
\lim f_{1}=\omega I, e^{b / \omega}(1-\tilde{\alpha} \omega)^{-1} \tag{7.3}
\end{equation*}
$$

If the complex integral is dominated by the region $\tilde{\alpha} \omega \sim 1$, then the higher order connected diagrams dominate the integral, otherwise only the lowest order diagram contributes. The loop diagrams may be evaluated in the region $\xi-\xi^{\prime} \gg \tau$ to give the following contribution to (3.27)

$$
\begin{equation*}
P(\omega)=\alpha \omega \Phi\left(\tilde{\alpha} \omega, \frac{3}{2}, 1\right) \tag{7.4}
\end{equation*}
$$

where $\Phi$ is a generalized Riemann function. ${ }^{21}$
Consider first broadband pumping $\Gamma \tau \ll 1$. Then the factor $b \tilde{\alpha}<\lambda$ and the complex integral is dominated by the region $\omega \rightarrow 0$. By use of the method of stationary phase, one obtains

$$
\begin{equation*}
e^{K} \phi_{1}=\left(\lambda^{3} / 4 \pi\right)^{1 / 2}(b \tilde{\alpha})^{-1 / 4} b I_{r} G \exp \left(2 G_{r} \Gamma \xi\right)^{1 / 2} \tag{7.5}
\end{equation*}
$$

A similar method applied to the $\xi$-integral gives the steady state gain,

$$
\begin{equation*}
E_{s}=E_{s}^{(0)} \exp \left[\frac{3}{4}(G r \Gamma \tau)^{2 / 3}\right] \tag{7.6}
\end{equation*}
$$

This expression is valid for strong, broadband pumps

$$
\begin{equation*}
G_{r} \Gamma \tau \gg 1, \quad \Gamma \tau<\left(G_{r} / 8\right)^{1 / 2} \tag{7.7}
\end{equation*}
$$

The variance expansion gives similar expressions, and the complex integrals are dominated by the region $\omega \rightarrow 0$. The loop sum is

$$
\begin{equation*}
Q=\left(\alpha \omega_{1}+\beta \omega_{2}\right) \Phi\left(\alpha \omega_{1} / \lambda+\beta \omega_{2} / \mu, \frac{3}{2}, 1\right) \tag{7.8}
\end{equation*}
$$

and the variance is extremely small,

$$
\begin{equation*}
\delta E^{2} /\left\langle E^{2}\right\rangle \approx 0\left(\Gamma \tau / G_{r}\right)^{2} \tag{7.9}
\end{equation*}
$$

Thus the intensity gain is twice the field gain, and the Stokes wave is not noise. This may indicate the possibility of converting broadband pumps to narrowband Stokes waves in the high gain region as well as the threshold region. ${ }^{8}$

For narrowband pumping $\Gamma \tau \gg 1$ and $b \tilde{\alpha} \gg \lambda$. Thus the complex integral is dominated by the region $\tilde{\alpha} \omega \sim 1$. Again, use of the method of stationary phase gives

$$
\begin{equation*}
e^{K} \phi_{1}=(2 \pi)^{-1 / 2} \exp \left[G_{r} \Gamma \xi / 2 \lambda+1+\zeta\left(\frac{3}{2}\right) \lambda\right] \tag{7.10}
\end{equation*}
$$

where $\zeta$ is the Riemann function. The steady state gain is

$$
\begin{equation*}
E_{s}=E_{s}^{(0)} \exp \sqrt{\pi} \Gamma \tau G_{r}\left(1+\zeta\left(\frac{3}{2}\right) / 3 \sqrt{\pi} \Gamma \tau\right) \tag{7.11}
\end{equation*}
$$

which is valid in the region

$$
\begin{equation*}
\Gamma \tau \gg \zeta\left(\frac{3}{2}\right) \pi^{-1 / 2} \tag{7.12}
\end{equation*}
$$

The variance expansion gives similar expressions and shows that the Stokes wave is noisy. The complex integral is dominated by the region $\tilde{\alpha} \omega_{1}+\tilde{\beta} \omega_{2} \sim 1$, and the variance is

$$
\begin{equation*}
\delta E^{2} /\left\langle E^{2}\right\rangle=1-\exp \left(-\sqrt{\pi} \Gamma \tau G_{r}\right) \tag{7.13}
\end{equation*}
$$

The basic behavior of the system as the pump is broadened is clearly illustrated here. For an almost monochromatic noise pump where $\Gamma \tau \gg 1$, the Stokes wave grows exponentially in time according to the results of Sec. V. If pump depletion does not occur, a steady state configuration is reached where the gain is given by (7.11) and (7.13). This configuration is reached in a time $\sim G_{r}{ }^{2 / 3} \tau$. As the pump is broadened the gain is reduced and the variance of the Stokes wave decreases. As $\Gamma \tau \ll 1$, the gain becomes nonlinear in the pump intensity and the Stokes wave narrows dramatically. This situation is given by (7.6). Qualitatively, these results agree with the predictions of D'yakov and Akhmanov. However, the boundary between broadband and narrowband pumps was not precisely known. It is given by (7.12).

## VIII. DISCUSSION

The preceding sections have presented a method of analyzing pump stochasticity using functional analysis to generate a diagrammatic expansion for the expectation values of the Stokes wave amplitude and intensity. The meaning of this expectation value is defined in terms of an ensemble of experiments. It denotes the mean value of a quantity measured in a large number of experiments. The variance $\delta E^{2}$ is
the mean square deviation of the field amplitude in the ensemble; it is a direct measue of the reproducibility of the experiment. This gives a precise definition of noise as it is used here. It is also a critical parameter in evaluating both past experiments and the performance of future systems, as indicated in the Introduction.

The diagrammatic, systematic approach leads to representations of the mean quantities in terms of a contour integral and a real integral. From the point of view of obtaining general results, there are several ways to evaluate them; the most promising complex technique appears to be the method of steepest descents. In fact, the integrand is automatically in a form suitable for this. The real $\xi$-integral may be evaluated analogously, or by Gaussian quadrature, as suggested by the exponential damping factor. Although the results are not simple in general, under certain circumstances simple analytic expressions are found which can indicate much about the general behavior. A particularly interesting point arising out of the initial behavior results is the existence of an absolute instability, rather than the conventional convective instability found for the coherent pump case. For that region of the medium for which $G_{r}>1$, the Stokes intensity grows exponentially in time. The instability is cut off either by pump depletion or by finite correlation time effects. For example, if the correlation time is very large, the expectation value of the Stokes intensity gorws until it is comparable to the mean pump intensity,

$$
\begin{equation*}
I_{s} \sim \exp 2 G_{r} \Gamma \xi . \tag{8.1}
\end{equation*}
$$

In this case the Stokes wave is mainly noise. Thus the absolute instability indicates that there is a large uncertainty as to the Stokes intensity in any particular experiment in the ensemble. The experiment is essentially irreproducible. On the other hand, if the correlation time is smaller so that

$$
\begin{equation*}
\tau \ll \bar{G} / 2 \Gamma G_{r}^{2}, \tag{8.2}
\end{equation*}
$$

then the instability is no longer absolute, but convective. A quasi-steady-state solution exists in which the mean Stokes intensity approaches a finite limit as $\xi \rightarrow \infty$, but grows exponentially in $z$. The convective instability is cut off either by pump depletion or by the boundary of the medium. Note that the right-hand side of (8.2) varies as $z^{-1}$ so that the longer the medium, the shorter the correlation time must be, to prevent the absolute instability. From the chain approximation results it is clear that the Stokes wave is not necessarily all noise. If the correlation time satisfies

$$
\begin{equation*}
\Gamma \tau \ll G_{r} \tag{8.3}
\end{equation*}
$$

then (6.13) shows that the Stokes wave has a small noise component and therefore the experiment is reproducible. Thus a small correlation time may bring the absolute instability to a convective one, and, in so doing, cause the experiment to become reproducible. Thus for $G_{r} \widetilde{>}$, the limits on the pump noise required for reproducibility are given by
(8.2). Under these conditions the gain experienced by the Stokes intensity is
$I_{\mathrm{s}} \sim \exp \left[\bar{G}+2 G_{r} \pi^{1 / 2} \tau\left(1+4 \pi(\Gamma \tau / \bar{G})^{2}\right)^{-1 / 2}+O\left(G_{r}^{2} \bar{G}\right)\right]$
in the steady state regime. This clearly demonstrates the role
of the correlation time in mollifying and suppressing the potentially debilitating instabilities in the system.

Similar results apply to the case of pure noise pumping, where the Stokes wave is absolutely unstable for $\Gamma \tau \rightarrow \infty$, but as $\Gamma \tau$ decreases to the region

$$
\begin{equation*}
\Gamma \tau \ll\left(G_{r} / 8\right)^{1 / 2} \tag{8.5}
\end{equation*}
$$

the gain becomes nonlinear in the pump intensity, but the variance of the Stokes wave becomes very small. This may indicate that the Stokes wave is narrowband. The gain at the Stokes frequency is

$$
\begin{equation*}
I_{\mathrm{s}}=I_{\mathrm{s}}^{(0)} \exp \left[\frac{3}{2}\left(G_{r} \Gamma \tau\right)^{2 / 3}\right] \tag{8.6}
\end{equation*}
$$

under these conditions.
The theory presented here is applicable to systems satisfying two important constraints. The first is the expression for the pump field (1.1), where the noise component $B$ satisfies (1.2) and has no higher order correlation functions. This is, of course, the simplest way to introduce noise. However, higher order correlations undoubtedly exist, and, if desired, they may be incorporated into the diagrammatic approach as follows. In addition to the diagrams already discussed one must include more complicated ones where the dots are connected not by lines but are connected to several others, giving rise to star diagrams. This is best illustrated by an example. The fourth order correlation function appears in $K$ defined in (2.11). It is represented by a diagram in which four lines emanate from a single point and end on dots, two from the upper row and two from the lower row. This four-point star is to be included with the line (i.e., a two-point star) in all possible combinations and permutations, leading to a series similar to the one for the two point star. Clearly the $n, m$ th order correlation function is associated with an $(n+m)$ point star joining $n$ dots from the upper row and $m$ from the lower row. Although these expansions have been written down, a systematic study of them has not yet been carried out, in the belief that most of the important results are evident in the lowest order expansion.

The second constraint is in the restriction to plane waves. Not only are the spatial analogs of the temporal effects important, but there may be spatial effects with no temporal analogs; for example, transverse profile effects are germane to the study of amplified spontaneous emission. The value of the plane wave results lies in their rigor, and their potential for providing insight into more general systems. The spatial question will be the subject of further studies. Similar considerations apply to dispersive media, or the inclusion of a longitudinal spatial correlation length rather than a transverse one. It is likely that dispersion weakens the instability just as transverse stochasticity does. If the phase of the pump diffuses too rapidly for the molecular vibrations (or the idler wave) to follow it, then the instability is suppressed. One may speculate that this temporal phenomenon has spatial analogs. Defining a longitudinal coherence length $L$,

$$
\begin{equation*}
L=z \delta n, \tag{8.7}
\end{equation*}
$$

where $\delta n$ is the difference in refractive indices at the pump and Stokes frequency, and a transverse coherence time

$$
\begin{equation*}
\tau_{2}=l_{2} / c \theta \tag{8.8}
\end{equation*}
$$

where $l_{2}$ is the transverse correlation length of the pump and $\theta$ is the root mean square angle between the pump and Stokes waves' directions of propagation, an effective correlation time is given by

$$
\begin{equation*}
1 / \tau_{\mathrm{eff}}=1 / \tau+1 / \tau_{2}+c / L \tag{8.9}
\end{equation*}
$$

Replacing $\tau$ in (8.4) by $\tau_{\text {eff }}$ gives the gain which may be expected at the Stokes frequency. In the various limits discussed by Akhmanov ${ }^{8}$ and by Pasmanik and Friedman, ${ }^{9}$ this speculative prescription duplicates some of their results. It displays the suppression of the instabilities by longitudinal incoherence as discussed by Akhmanov, ${ }^{8}$ and also the transverse effect observed by Zubarev et al. ${ }^{14}$ Regardless of this speculation, the nondispersive plane wave case is expected to show the least controllable behavior, and forms an upper limit to the effects of pump stochasticity.
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#### Abstract

The problem of the determination of the macroscopic conductivity of statistically homogeneous and isotropic polycrystalline materials in terms of the principal values of the conductivity tensor of the constituent crystals is considered. A perturbation expansion, in terms of correlation functions with an optimal value of the zeroth-order estimate of the effective conductivity, is derived in which a separation is established into texture dependent and independent quantities. Consistence with the analogous expansion for the effective resistivity is demonstrated.


## 1. INTRODUCTION

In a polycrystal, a solid composed of randomly oriented crystalline regions, the orientation of the conductivity tensor varies with position whereas the principal values are everywhere the same. We restrict ourselves to variations of the orientation that are conveniently described from a statistical point of view: We exclude, for instance, periodic variations with position. Ensemble averages like the two-point correlation function $\left\langle\sigma_{i j}\left(\mathbf{r}_{1}\right) \sigma_{k l}\left(\mathbf{r}_{2}\right)\right\rangle$ are determined by choosing the same points $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ in each material sample and averaging over the ensemble of samples. Volume averaging is accomplished by taking the two points through the whole volume of the sample, which is eventually brought to infinity, keeping their relative position the same. With the help of an ergo-dic-type hypothesis we equate ensemble and volume averages, thus enforcing statistical homogeneity. The effective value of the conductivity tensor is defined by

$$
\begin{equation*}
\left\langle J_{i}\right\rangle=\sigma_{i j}^{*}\left\langle E_{j}\right\rangle \tag{1.1}
\end{equation*}
$$

or equivalently ${ }^{1}$

$$
\begin{equation*}
\left\langle J_{i} E_{i}\right\rangle=\sigma_{i j}^{*}\left\langle E_{i}\right\rangle\left\langle E_{j}\right\rangle \tag{1.2}
\end{equation*}
$$

Among the earlier proposals for the effective conductivity $\sigma^{*}$ of a statistically isotropic polycrystal are the "parallel" effective value by Voigt, ${ }^{2}$

$$
\begin{equation*}
\sigma^{*}=\frac{1}{3}\left(\sigma_{1}+\sigma_{2}+\sigma_{3}\right) \tag{1.3}
\end{equation*}
$$

and the "series" value by Reuss, ${ }^{3}$

$$
\begin{equation*}
\sigma^{*}=\left[\frac{1}{3}\left(\frac{1}{\sigma_{1}}+\frac{1}{\sigma_{2}}+\frac{1}{\sigma_{3}}\right)\right]^{-1} \tag{1.4}
\end{equation*}
$$

whereupon Hashin and Shtrikman ${ }^{4}$ showed by using variational principles that these values actually serve as bounds. The use of a perturbation technique was proposed by Beran ${ }^{1}$ and developed further by Molyneux, ${ }^{5}$ Fokin, ${ }^{6}$ and Kröner and Koch. ${ }^{7}$ In Sec. 2 we give a modification of the procedure of Hori ${ }^{8}$ giving a perturbation series as the formal solution, with this difference that he considers heterogeneous materials which are locally isotropic. Since it is known that $\sigma^{*}$ lies between certain bounds, it is not obvious that we should start a perturbation expansion with one of these bounds as the
zeroth-order estimate of $\sigma^{*}$ but rather with a value in between, so for the time being we take an arbitrary value $\lambda$ between these bounds as the zeroth-order value of $\sigma^{*}$ : The notion "order of magnitude" permits this freedom of choice. For reasons of mathematical analogy the results are also valid for the effective dielectric constant, thermal conductivity, and magnetic permeability, and there is a parallel approach for mechanical properties of composite and fibre-reinforced materials. In Sec. 3 we calculate the low-order terms of the perturbation series, and in Sec. 4 we derive the corresponding expansion of the effective resistivity $\rho^{*}$. Partly new results for the bounds of $\sigma^{*}$ are given in Sec. 5, and the final Sec. 6 concerns the derivation of a renormalized series for $\sigma^{*}$.

## 2. PERTURBATION SERIES

We start with Maxwell's equation in the case of stationary electrical conduction in the absence of an external magnetic field, with the continuity equation following from the conservation of charge, and with Ohm's law:

$$
\begin{align*}
& \operatorname{curl} \mathbf{E}=0,  \tag{2.1}\\
& \operatorname{div} \mathbf{J}=0, \tag{2.2}
\end{align*}
$$

The first equation permits the introduction of the electrical potential

$$
\begin{equation*}
\mathbf{E}=-\operatorname{grad} \Phi \tag{2.4}
\end{equation*}
$$

Combination of Eqs. (2.2), (2.3), and (2.4) gives a secondorder partial differential equation with stochastic coefficients, which reads in indicial notation

$$
\begin{equation*}
\frac{\partial}{\partial x_{i}} \sigma_{i j}(\mathbf{r}) \frac{\partial}{\partial x_{j}} \Phi(\mathbf{r})=0 \tag{2.5}
\end{equation*}
$$

where Einstein's summation convention is employed, stating that summation over an index is implied when it appears twice.

Dividing the conductivity tensor into two parts

$$
\begin{equation*}
\sigma_{i j}(\mathbf{r})=\lambda\left(\delta_{i j}+p_{i j}(\mathbf{r})\right), \tag{2.6}
\end{equation*}
$$

such that $\lambda$ does not depend on $r$, we can write Eq. (2.5) as

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x_{i}^{2}} \Phi(\mathbf{r})=-\frac{\partial}{\partial x_{i}} p_{i j}(\mathbf{r}) \frac{\partial}{\partial x_{j}} \Phi(\mathbf{r}) \tag{2.7}
\end{equation*}
$$

By using Green's function for the Laplacian in unlimited space we can formally solve this equation:
$\Phi\left(\mathbf{r}_{1}\right)=\frac{1}{4 \pi} \int_{V} d \mathbf{r}_{2} \frac{1}{\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|} \frac{\partial}{\partial x_{2, i}} p_{i j}\left(\mathbf{r}_{2}\right) \frac{\partial}{\partial x_{2, j}} \boldsymbol{\Phi}\left(\mathbf{r}_{2}\right)$,
and after differentiating with respect to $r_{1}$, we arrive at
$E_{i}\left(\mathbf{r}_{1}\right)=\frac{1}{4 \pi} \int_{V} d \mathbf{r}_{2} \frac{x_{12, i}}{r_{12}^{3}} \frac{\partial}{\partial x_{2, j}} p_{j k}\left(\mathbf{r}_{2}\right) E_{k}\left(\mathbf{r}_{2}\right)$,
where we define: $\mathbf{r}_{12}=\mathbf{r}_{2}-\mathbf{r}_{1}$.
The usual boundary condition $a(\mathbf{s}) \Phi(\mathbf{s})+b(\mathbf{s}) \nabla_{\mathrm{n}} \Phi(\mathbf{s})$ $=0$, with $s$ on the bounding surface, is replaced by the condition that the average electric field $\langle\mathbf{E}\rangle$ is a given constant.

We assume the perturbation parameter $p_{i j}$
$=\left(\sigma_{i j}-\lambda \delta_{i j}\right) / \lambda$ to be small as compared to unity:

$$
\sup _{\mathbf{r}}\left|p_{i j}(\mathbf{r})\right| \ll 1
$$

Next we expand the electric field intensity $\mathbf{E}$ in a series
$E_{i}(\mathbf{r})=\sum_{n=0}^{\infty} E_{i}^{(n)}(\mathbf{r})=\left\langle E_{i}\right\rangle+\sum_{n=1}^{\infty} E_{i}^{(n)}(\mathbf{r})$,
where each term $E_{i}^{(n)}$ is of the order of magnitude of the $n$th power of the perturbation parameter times the average electric field:

$$
\begin{equation*}
\mathbf{E}^{(n)}(\mathbf{r})=o\left(|\mathbf{p}|^{n}\right)\langle\mathbf{E}\rangle \tag{2.11}
\end{equation*}
$$

Inserting Eq. (2.10) into Eq. (2.9) and equating terms of like order of magnitude, we get

$$
\begin{align*}
E_{i}^{(n)}\left(\mathbf{r}_{1}\right)= & \frac{1}{4 \pi} \int_{V} d \mathbf{r}_{2} \frac{x_{12, i}}{r_{12}^{3}} \\
& \times \frac{\partial}{\partial x_{2, j}} p_{j k}\left(\mathbf{r}_{2}\right) E_{k}^{(n-1)}\left(\mathbf{r}_{2}\right), \quad n=1,2, \cdots \tag{2.12}
\end{align*}
$$

Starting with $n=1$,
$E_{i}^{(1)}\left(\mathbf{r}_{1}\right)=\frac{1}{4 \pi} \int_{V} d \mathbf{r}_{2} \frac{x_{12, i}}{r_{12}^{3}} \frac{\partial}{\partial x_{2, j}} p_{j k}\left(\mathbf{r}_{2}\right)\left\langle E_{k}\right\rangle$,
and changing the set of independent variables $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ into $\mathbf{r}_{1}$ and $\mathbf{r}_{12}$, we can write
$E_{i}^{(1)}\left(\mathbf{r}_{1}\right)=\frac{1}{4 \pi} \int_{V} d \mathbf{r}_{12} \frac{x_{12, i}}{r_{12}^{3}} \frac{\partial}{\partial x_{12, j}} p_{j k}\left(\mathbf{r}_{1}+\mathbf{r}_{12}\right)\left\langle E_{k}\right\rangle$.
Similarly for $n=2$,

$$
\begin{align*}
E_{i}^{(2)}\left(\mathbf{r}_{1}\right)= & \frac{1}{(4 \pi)^{2}} \int_{V} d \mathbf{r}_{2} \frac{x_{12, i}}{r_{12}^{3}} \frac{\partial}{\partial x_{2, j}} p_{j k}\left(\mathbf{r}_{2}\right) \\
& \times \int_{V} d \mathbf{r}_{23} \frac{x_{23, k}}{r_{23}^{3}} \frac{\partial}{\partial x_{23, l}} p_{l m}\left(\mathbf{r}_{2}+\mathbf{r}_{23}\right)\left\langle E_{m}\right\rangle \tag{2.15}
\end{align*}
$$

and changing the set of independent variables $\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{23}$ into $\mathbf{r}_{1}, \mathbf{r}_{12}, \mathbf{r}_{23}$, we get

$$
\begin{align*}
E_{i}^{(2)}\left(\mathbf{r}_{1}\right)= & \frac{1}{(4 \pi)^{2}} \int d \mathbf{r}_{12} \int d \mathbf{r}_{23} \frac{x_{12, i}}{r_{12}^{3}} \frac{\partial}{\partial x_{12, j}} \frac{x_{23, k}}{r_{23}^{3}} \frac{\partial}{\partial x_{23, l}} \\
& \times p_{j k}\left(\mathbf{r}_{1}+\mathbf{r}_{12}\right) p_{l m}\left(\mathbf{r}_{1}+\mathbf{r}_{12}+\mathbf{r}_{23}\right)\left\langle E_{m}\right\rangle, \tag{2.16}
\end{align*}
$$

and in general

$$
\begin{align*}
E_{i}^{(n)}\left(\mathbf{r}_{1}\right)= & \frac{1}{(4 \pi)^{n}} \int d \mathbf{r}_{12} \cdots \int d \mathbf{r}_{n n+1} \\
& \times \frac{x_{12, i}}{r_{12}^{3}} \frac{\partial}{\partial x_{12, j}} \cdots \frac{x_{n n+1, m}}{r_{n n+1}^{3}} \frac{\partial}{\partial x_{n n+1, q}} \\
& \times p_{j k}\left(\mathbf{r}_{1}+\mathbf{r}_{12}\right) \cdots p_{q s}\left(\mathbf{r}_{1}+\mathbf{r}_{12}+\cdots+\mathbf{r}_{n n+1}\right)\left\langle E_{s}\right\rangle \tag{2.17}
\end{align*}
$$

Assuming averaging to commute with differentiating and integrating, the average value of all terms of the electric field $\left\langle E_{i}^{(n)}\right\rangle, n \geqslant 1$, vanishes because the $n$-point correlation function $\left\langle p_{j k}\left(\mathbf{r}_{2}\right) \cdots p_{q s}\left(\mathbf{r}_{n+1}\right)\right\rangle$ is independent of $\mathbf{r}_{12}$, which makes Eq. (2.10) consistent.

The effective conductivity defined by Eq. (1.1) can now, by making use of Eqs. (2.6) and (2.10), be written as

$$
\begin{equation*}
\sigma_{i j}^{*}=\lambda\left(\delta_{i j}+\sum_{n=1}^{\infty} A_{i j}^{(n)}\right), \tag{2.18}
\end{equation*}
$$

with

$$
\begin{equation*}
A_{i j}^{(1)}=\left\langle p_{i j}(\mathrm{r})\right\rangle, \tag{2.19}
\end{equation*}
$$

and for $n \geqslant 2$ :

$$
\begin{align*}
A_{i j}^{(n)}= & \frac{1}{(4 \pi)^{n-1}} \int d \mathbf{r}_{12} \cdots \int d \mathbf{r}_{n-1 n} \\
& \times \frac{x_{12, k}}{r_{12}^{3}} \frac{\partial}{\partial x_{12, l}} \cdots \frac{\boldsymbol{x}_{n-1 n, s}}{r_{n-1 n}^{3}} \frac{\partial}{\partial x_{n-1 n, t}} \\
& \times\left\langle p_{i k}\left(\mathbf{r}_{1}\right) p_{l m}\left(\mathbf{r}_{2}\right) \cdots p_{q s}\left(\mathbf{r}_{n-1}\right) p_{t j}\left(\mathbf{r}_{n}\right)\right\rangle . \tag{2.20}
\end{align*}
$$

This series expansion (2.18) is similar to the one developed by Hori ${ }^{8}$ with the difference that his series concerns a locally isotropic material.

For statistically isotropic materials all $A_{i j}^{(n)}$ reduce to a constant times a Kronecker delta so that we can write Eq. (2.18) in scalar form

$$
\begin{equation*}
\sigma^{*}=\lambda\left(1+\sum_{n=1}^{\infty} A^{(n)}\right) \tag{2.21}
\end{equation*}
$$

## 3. LOW-ORDER TERMS $A_{i j}^{(n)}$

The first-order perturbation term is simply
$A_{i j}^{(1)}=\left\langle p_{i j}\right\rangle=\left\langle\left(\sigma_{i j}-\lambda \delta_{i j}\right) / \lambda\right\rangle=[(\langle\sigma\rangle-\lambda) / \lambda] \delta_{i j}$,
which vanishes when we choose $\lambda=\langle\sigma\rangle$.
In this case the second-order perturbation term as given in Eq. (2.20) reads

$$
\begin{equation*}
A_{i j}^{(2)}=\frac{1}{(4 \pi)\langle\sigma\rangle^{2}} \int d \mathbf{r}_{12} \frac{x_{12, k}}{r_{12}^{3}} \frac{\partial}{\partial x_{12, l}}\left\langle\sigma_{i k}^{\prime}\left(\mathbf{r}_{1}\right) \sigma_{l j}^{\prime}\left(\mathbf{r}_{1}+\mathbf{r}_{12}\right)\right\rangle . \tag{3.2}
\end{equation*}
$$

This dimensionless second-rank tensor is a function of the two-point correlation function of the material. For the statistical description of the polycrystalline material we follow the cell model proposed by Miller?:
(1) The space is completely filled by nonoverlapping cells within which the material properties are constant,
(2) cells are distributed in a manner such that the material is statistically homogeneous,
(3) the material properties of a cell are statistically independent of those of any other cell,
(4) the material properties of a cell are statistically independent of the geometrical distribution (shape, size, orientation and arrangement) of cells.

Because of the independence of the orientation of the principal axes of the conductivity tensor on the geometry of the cells the correlation function appearing in Eq. (3.2) can be written as a product of a tensorial part and a spatial part:

$$
\begin{equation*}
\left\langle\sigma_{i k}^{\prime}\left(\mathbf{r}_{1}\right) \sigma_{l j}^{\prime}\left(\mathbf{r}_{1}+\mathbf{r}_{12}\right)\right\rangle=\left\langle\sigma_{i k}^{\prime} \sigma_{l j}^{\prime}\right\rangle P\left(\mathbf{r}_{12}\right), \tag{3.3}
\end{equation*}
$$

where $P\left(\mathbf{r}_{12}\right)$ denotes the probability of finding the points $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ in the same cell.

For a statistically isotropic material we have $A_{i j}^{(n)}$ $=A^{(n)} \delta_{i j}$ with $A^{(n)}=\frac{1}{3} A_{i i}^{(n)}$ so that Eq. (3.2) becomes
$A_{i j}^{(2)}=\frac{1}{3} \delta_{i j} \frac{\left\langle\sigma^{\prime 2}\right\rangle}{(4 \pi)\langle\sigma\rangle^{2}} \int d \mathbf{r}_{12} \frac{x_{12, k}}{r_{12}^{3}} \frac{\partial}{\partial x_{12, k}} P\left(\mathbf{r}_{12}\right)$.
In spherical coordinates $x_{k}\left(\partial / \partial x_{k}\right)$ is simply $r(\partial / \partial r)$, whence

$$
\begin{align*}
A_{i j}^{(2)}= & \frac{1}{3} \delta_{i j} \frac{\left\langle\sigma^{\prime 2}\right\rangle}{4 \pi\langle\sigma\rangle^{2}} \int_{0}^{2 \pi} d \phi \int_{0}^{\pi} d \theta \int_{0}^{\infty} d r r^{2} \sin \theta \\
& \times \frac{1}{r^{3}}\left(r \frac{\partial}{\partial r}\right) P(\mathbf{r}) \tag{3.5}
\end{align*}
$$

Assuming that there are no cells with infinite dimensions, so that

$$
\lim _{r \rightarrow \infty}[P(\mathbf{r})]=0
$$

we arrive at (see Appendix A)

$$
\begin{equation*}
A_{i j}^{(2)}=-\frac{1}{3} \frac{\left\langle\sigma^{2}\right\rangle}{\langle\sigma\rangle^{2}} \delta_{i j}=-\frac{1}{3} \delta_{2} \delta_{i j} \tag{3.6}
\end{equation*}
$$

The third-order perturbation term of a statistically isotropic material is given by

$$
\begin{align*}
A^{(3)}= & \frac{1}{3} \frac{1}{(4 \pi)^{2}\langle\sigma\rangle^{3}} \int d \mathbf{r}_{12} \int d \mathbf{r}_{23} \\
& \times \frac{x_{12, k}}{r_{12}^{3}} \frac{\partial}{\partial x_{12, I}} \frac{x_{23, m}}{r_{23}^{3}} \frac{\partial}{\partial x_{23, n}} \\
& \times\left\langle\sigma_{i k}^{\prime}\left(\mathbf{r}_{1}\right) \sigma_{l m}^{\prime}\left(\mathbf{r}_{1}+\mathbf{r}_{12}\right) \sigma_{n i}^{\prime}\left(\mathbf{r}_{1}+\mathbf{r}_{12}+\mathbf{r}_{23}\right)\right\rangle, \tag{3.7}
\end{align*}
$$

where again we chose $\lambda=\langle\sigma\rangle$.
Now we write the operators appearing in Cartesian form in Eq. (3.7) in terms of spherical harmonics:

$$
\begin{align*}
\int d \mathbf{r} \frac{x_{i}}{r^{3}} \frac{\partial}{\partial x_{j}} f(\mathbf{r})= & \frac{1}{3} \delta_{i j} \int d \mathbf{r} \frac{1}{r^{2}} \frac{\partial}{\partial r} f(\mathbf{r})+c_{i j, \mu} \int d \mathbf{r} \frac{1}{r^{3}} \\
& \times Y_{2 \mu}(\hat{r})\left(1+\frac{1}{3} r \frac{\partial}{\partial r}\right) f(\mathbf{r}) \tag{3.8}
\end{align*}
$$

Assuming that all correlation functions do not depend on the direction of the vector connecting two consecutive points whenever these points are infinitely far apart we can write:

$$
\begin{align*}
\frac{1}{4 \pi} \int d \mathbf{r} \frac{x_{i}}{r^{3}} \frac{\partial}{\partial x_{j}} f(\mathbf{r})= & \frac{1}{3} \delta_{i j}[f(\infty)-f(0)]  \tag{3.9}\\
& +\frac{1}{4 \pi} c_{i j, \mu} \int d \mathbf{r} \frac{1}{r^{3}} Y_{2 \mu}(\hat{r}) f(\mathbf{r})
\end{align*}
$$

TABLE I. The nonzero elements $c_{i j, \mu}$ connecting the Cartesian and spherical tensors.

| $\overline{\left(\sqrt{5 / 6 \pi)} c_{i j, \mu}\right.}$ | $\mu=-2$ | $\mu=-1$ | $\mu=0$ | $\mu=1$ | $\mu=2$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $x x$ | 1 |  | $-\sqrt{2 / 3}$ |  | 1 |
| $x y$ | $i$ |  |  | -1 | $-i$ |
| $x z$ | $i$ | 1 |  | $-\sqrt{2 / 3}$ |  |
| $y x$ | -1 |  | $-\sqrt{2}$ | -1 |  |
| $y y$ |  | 1 |  | -1 |  |
| $y z$ |  | $i$ |  |  |  |
| $z x$ |  |  |  |  |  |
| $z y$ |  |  |  |  |  |
| $z z$ |  |  |  |  |  |

The constants $c_{i j, \mu}$ connecting Cartesian with spherical tensors ${ }^{10}$ are symmetric and traceless in the indices $i j$ and are given in Table I. Putting Eq. (3.9) into effect in Eq. (3.7), we get

$$
\begin{align*}
A^{(3)}= & \frac{1}{9} \frac{\left\langle\sigma^{\prime 3}\right\rangle}{\langle\sigma\rangle^{3}}+\frac{1}{3} \frac{1}{(4 \pi)^{2}\langle\sigma\rangle^{3}} c_{k l, \mu} c_{m n, \eta} \\
& \times \int d \mathbf{r}_{12} \int d \mathbf{r}_{23} \frac{1}{r_{12}^{3} r_{23}^{3}} Y_{2 \mu}\left(\hat{r}_{12}\right) Y_{2 \eta}\left(\hat{r}_{23}\right) \\
& \times\left\langle\sigma_{i k}^{\prime}\left(\mathbf{r}_{1}\right) \sigma_{l m}^{\prime}\left(\mathbf{r}_{1}+\mathbf{r}_{12}\right) \sigma_{n i}^{\prime}\left(\mathbf{r}_{1}+\mathbf{r}_{12}+\mathbf{r}_{23}\right)\right\rangle, \tag{3.10}
\end{align*}
$$

and evaluating the three-point correlation function for all possible values of the indices $k, l, m$ and $n$ (see Appendix B), we arrive at

$$
\begin{equation*}
A^{(3)}=\left(\frac{1}{9}+\frac{1}{10} \alpha_{3}\right) \delta_{3}, \tag{3.11}
\end{equation*}
$$

where we define

$$
\begin{align*}
\alpha_{3}= & \frac{1}{3} c_{k l, \mu} c_{l k, \eta} \frac{1}{(4 \pi)^{2}} \int d \mathbf{r}_{12} \int d \mathbf{r}_{23} \\
& \times \frac{1}{r_{12}^{3} r_{23}^{3}} Y_{2 \mu}\left(\hat{r}_{12}\right) Y_{2 \eta}\left(\hat{r}_{23}\right) P\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right), \tag{3.12}
\end{align*}
$$

with $P\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right)$ denoting the probability of finding the three points in the same cell.

By using the addition theorem for spherical harmonics ${ }^{10}$ and noting that $P\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right)$, because of statistical isotropy, only depends on $r_{12}, r_{23}$ and $\theta=\cos ^{-1}\left(\hat{r}_{12} \cdot \hat{r}_{23}\right)$, Eq. (3.12) can be given a geometrical meaning:

$$
\begin{align*}
\alpha_{3}= & \int_{0}^{\infty} \frac{d r_{12}}{r_{12}} \int_{0}^{\infty} \frac{d r_{23}}{r_{23}} \int_{0}^{\pi} d \theta \sin \theta \frac{1}{2}\left(3 \cos ^{2} \theta-1\right) \\
& \times P\left(r_{12}, r_{23}, \theta\right) \tag{3.13}
\end{align*}
$$

measuring the deviation of the cell form from a sphere.'
The fourth-order perturbation term as given in Eq. (2.20) reads

$$
\begin{align*}
A_{i j}^{(4)}= & \frac{1}{(4 \pi)^{3}\langle\sigma)^{4}} \int d \mathbf{r}_{12} \int d \mathbf{r}_{23} \int d \mathbf{r}_{34} \\
& \times \frac{x_{12, k}}{r_{12}^{3}} \frac{\partial}{\partial x_{12, l}} \frac{x_{23, m}}{r_{23}^{3}} \frac{\partial}{\partial x_{23, n}} \frac{x_{34, o}}{r_{34}^{3}} \frac{\partial}{\partial x_{34, p}} \\
& \times\left\langle\sigma_{i k}^{\prime}\left(\mathbf{r}_{1}\right) \sigma_{l m}^{\prime}\left(\mathbf{r}_{2}\right) \sigma_{n o}^{\prime}\left(\mathbf{r}_{3}\right) \sigma_{p j}^{\prime}\left(\mathbf{r}_{4}\right)\right\rangle, \tag{3.14}
\end{align*}
$$

with $\lambda=\langle\sigma\rangle$.
By applying Eq. (3.9) to the variables $\mathbf{r}_{12}, \mathbf{r}_{23}$, and $\mathbf{r}_{34}$
and evaluating the four-point correlation function for all possible values of the indices and all configurations of the four points $\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}$, and $\mathbf{r}_{4}$ giving a nonvanishing contribution, Eq. (3.14) results for a statistically isotropic material in (see Appendices B and C):

$$
\begin{align*}
A^{(4)}= & \delta_{4}\left[-\frac{1}{27}-\frac{3}{10} \alpha_{3}+\frac{1}{7} \alpha_{4,0}\right]+\delta_{2}^{2}\left[-\frac{1}{27}-\frac{4}{10} \alpha_{3}\right. \\
& \left.+\frac{1}{100}\left(\alpha_{4,1}+19 \alpha_{4,2}+10 \alpha_{4,3}\right)\right], \tag{3.15}
\end{align*}
$$

which, because we are dealing with a one-phase polycrystalline material, can be written as (see Appendix A)

$$
\begin{align*}
A^{(4)}= & \delta_{2}^{2}\left[-\frac{5}{54}-\frac{1}{20} \alpha_{3}+\frac{3}{14} \alpha_{4,0}\right. \\
& \left.+\frac{1}{100}\left(\alpha_{4,1}+19 \alpha_{4,2}+10 \alpha_{4,3}\right)\right] \tag{3.16}
\end{align*}
$$

where we define

$$
\begin{align*}
\alpha_{4,0}= & \frac{1}{3} c_{k l, \mu} c_{l m . \eta} c_{m k, v}(4 \pi)^{-3} \int d \mathbf{r}_{12} \int d \mathbf{r}_{23} \\
& \times \int d \mathbf{r}_{34}\left(r_{12}^{3} r_{23}^{3} r_{34}^{3}\right)^{-1} Y_{2 \mu}\left(\hat{r}_{12}\right) Y_{2 \eta}\left(\hat{r}_{23}\right) \\
& \times Y_{2 v}\left(\hat{r}_{34}\right) P\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \mathbf{r}_{4}\right), \tag{3.17}
\end{align*}
$$

with $P\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \mathbf{r}_{4}\right)$ the probability of finding the four points in the same cell, and

$$
\begin{align*}
\alpha_{4,1}= & \frac{1}{3} c_{k l, \mu} c_{l m, \eta} c_{m k, v}(4 \pi)^{-3} \int d \mathbf{r}_{12} \int d \mathbf{r}_{23} \\
& \times \int d \mathbf{r}_{34}\left(r_{12}^{3} r_{23}^{3} r_{34}^{3}\right)^{-1} Y_{2 \mu}\left(\hat{r}_{12}\right) Y_{2 \eta}\left(\hat{r}_{23}\right) Y_{2 v}\left(\hat{r}_{34}\right) \\
& \times P\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \mathbf{r}_{4}\right), \tag{3.18}
\end{align*}
$$

with $P\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; \mathbf{r}_{3}, \mathbf{r}_{4}\right)$ the probability of finding the points $\mathbf{r}_{1}$ and $r_{2}$ in one cell and the points $r_{3}$ and $r_{4}$ in another cell.

The factors $\alpha_{4,2}$ and $\alpha_{4,3}$ are defined by replacing $P\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; \mathbf{r}_{3}, \mathbf{r}_{4}\right)$ in the definition of $\alpha_{4,1}$ by $P\left(\mathbf{r}_{1}, \mathbf{r}_{3} ; \mathbf{r}_{2}, \mathbf{r}_{4}\right)$ respectively $P\left(\mathbf{r}_{1}, \mathbf{r}_{4}, \mathbf{r}_{2}, \mathbf{r}_{3}\right)$.

The probability $P\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; \mathbf{r}_{3}, \mathbf{r}_{4}\right)$ introduces the notion of the exclusion principle: Since the probability of finding the four points $\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}$, and $\mathbf{r}_{4}$ in the same cell is already taken into account in $P\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \mathbf{r}_{4}\right)$, this probability must be excluded from $P\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; \mathbf{r}_{3}, \mathbf{r}_{4}\right)$. When we denote the probability of finding the pair $\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ and the pair $\left(\mathbf{r}_{3}, \mathbf{r}_{4}\right)$ in one, possibly the same, cell by $P\left(\mathbf{r}_{1}, \mathbf{r}_{2} \mid \mathbf{r}_{3}, \mathbf{r}_{4}\right)$, we can write

$$
\begin{equation*}
P\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \mathbf{r}_{4}\right)=P\left(\mathbf{r}_{1}, \mathbf{r}_{2} \mid \mathbf{r}_{3}, \mathbf{r}_{4}\right)-P\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}, \mathbf{r}_{4}\right) \tag{3.19}
\end{equation*}
$$

Calling probabilities like $P\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; \mathbf{r}_{3}, \mathbf{r}_{4}\right)$ restricted ${ }^{11}$ and probabilities like $P\left(\mathbf{r}_{1}, \mathbf{r}_{2} \mid \mathbf{r}_{3}, \mathbf{r}_{4}\right)$ unrestricted, we can state that in all correlation functions we may replace restricted by unrestricted probabilities if at the same time we replace moments by cumulants.

## 4. DUAL PERTURBATION SERIES

Because the conductivity tensor and the resistivity tensor are locally related by $\sigma_{i k} \rho_{k j}=\delta_{i j}$, it is purely a matter of consistency to have the same relationship between their effective values:

$$
\begin{equation*}
\sigma_{i k}^{*} \rho_{k j}^{*}=\delta_{i j} \tag{4.1}
\end{equation*}
$$

So the determination of $\rho_{i j}^{*}$ will lead to an equivalent mathematical problem.

Starting again with Eqs. (2.1), (2.2), and (2.3), we can
write because of Eq. (2.2)

$$
\begin{equation*}
\mathbf{J}=\operatorname{curl} \psi . \tag{4.2}
\end{equation*}
$$

Following the same procedure as in Sec. 2, using the freespace Green's function for the Laplacian, and dividing the resistivity tensor into two parts,

$$
\begin{equation*}
\rho_{i j}(\mathbf{r})=\mu\left[\delta_{i j}+q_{i j}(\mathbf{r})\right], \tag{4.3}
\end{equation*}
$$

we arrive at the following recursion relation:

$$
\begin{align*}
J_{i}^{(n+1)}\left(\mathbf{r}_{1}\right)= & \frac{-1}{4 \pi} \int_{V} d \mathbf{r}_{2} \epsilon_{i j k} \frac{x_{12, j}}{r_{12}^{3}} \epsilon_{k l m} \frac{\partial}{\partial x_{2, l}} \\
& \times q_{m o}\left(\mathbf{r}_{2}\right) J_{o}^{(n)}\left(\mathbf{r}_{2}\right) \tag{4.4}
\end{align*}
$$

where $\epsilon_{i j k}$ is alternating Levi-Cevità tensor, having the property

$$
\begin{equation*}
\epsilon_{i j k} \epsilon_{k l m}=\delta_{i} \delta_{j m}-\delta_{i m} \delta_{j l} . \tag{4.5}
\end{equation*}
$$

The effective resistivity is defined by

$$
\begin{equation*}
\left\langle E_{i}\right\rangle=\rho_{i j}^{*}\left\langle J_{j}\right\rangle \tag{4.6}
\end{equation*}
$$

Using Eq. (4.4), we can express $\rho_{i j}^{*}$ in a perturbation series in terms of the current density:

$$
\begin{equation*}
\rho_{i j}^{*}\left\langle J_{j}\right\rangle=\mu\left[\left\langle J_{i}\right\rangle+\left\langle q_{i j}\right\rangle\left\langle J_{j}\right\rangle+\sum_{n=1}^{\infty}\left\langle q_{i j} J_{j}^{(n)}\right\rangle\right] . \tag{4.7}
\end{equation*}
$$

So we arrive at a result analogous to the one given in Eqs. (2.18)-(2.20)

$$
\begin{equation*}
\rho_{i j}^{*}=\mu\left(\delta_{i j}+\sum_{n=1}^{\infty} B_{i j}^{(n)}\right) \tag{4.8}
\end{equation*}
$$

with

$$
\begin{align*}
B_{i j}^{(1)}= & \left\langle q_{i j}\right\rangle,  \tag{4.9}\\
B_{i j}^{(2)}= & \frac{-1}{4 \pi} \int d \mathbf{r}_{12}\left(\delta_{k m} \delta_{l n}-\delta_{k n} \delta_{l m}\right) \\
& \times \frac{x_{12, l}}{r_{12}^{3}} \frac{\partial}{\partial x_{12, m}}\left\langle q_{i k}\left(\mathbf{r}_{1}\right) q_{n j}\left(\mathbf{r}_{2}\right)\right\rangle,  \tag{4.10}\\
B_{i j}^{(3)}= & \left(\frac{-1}{4 \pi}\right)^{2} \int d \mathbf{r}_{12} \int d \mathbf{r}_{23}\left(\delta_{k m} \delta_{l n}-\delta_{k n} \delta_{l m}\right) \\
& \times\left(\delta_{o s} \delta_{p t}-\delta_{o t} \delta_{p s}\right) \frac{x_{12, l}}{r_{12}^{3}} \frac{\partial}{\partial x_{12, m}} \frac{x_{23, p}}{r_{23}^{3}} \frac{\partial}{\partial x_{23, s}} \\
& \times\left\langle q_{i k}\left(\mathbf{r}_{1}\right) q_{n o}\left(\mathbf{r}_{2}\right) q_{t j}\left(\mathbf{r}_{3}\right)\right\rangle, \tag{4.11}
\end{align*}
$$

and for $B_{i j}^{(n)}, n \geqslant 4$, there exist expressions corresponding to $A_{i j}^{(n)}$ in the same way as $B_{i j}^{(2)}$ and $B_{i j}^{(3)}$ correspond to $A_{i j}^{(2)}$ and $A_{i j}^{(3)}$. Writing the Cartesian operator $x_{i} \partial / \partial x_{j}$ in terms of spherical harmonics as we did in Eq. (3.9), we get

$$
\begin{align*}
\frac{-1}{4 \pi} & \int d \mathbf{r}\left(\delta_{k m} \delta_{l n}-\delta_{k n} \delta_{l m}\right) \frac{x_{1}}{r^{3}} \frac{\partial}{\partial x_{m}} f(\mathbf{r}) \\
= & \frac{2}{3} \delta_{k n}[f(\infty)-f(0)] \\
& -\frac{1}{4 \pi} c_{k n, \mu} \int d \mathbf{r} \times \frac{1}{r^{3}} Y_{2 \mu}(\hat{r}) f(\mathbf{r}) \tag{4.12}
\end{align*}
$$

This result exhibits the close relationship existing between the $A_{i j}^{(n)}$ and $B_{i j}^{(n)}$, which enables us to write down the $B_{i j}^{(n)}$ terms immediately, once we know the corresponding $A_{i j}^{(n)}$ terms. For a statistically isotropic polycrystal we have

$$
\begin{align*}
B^{(1)}= & \frac{1}{3}\left\langle q_{i i}\right\rangle=\frac{1}{3}\left\langle\frac{\rho_{i i}-\mu \delta_{i i}}{\mu}\right\rangle=0,  \tag{4.13}\\
B^{(2)}= & -\frac{2}{3} \frac{\left\langle\rho^{\prime 2}\right\rangle}{\langle\rho\rangle^{2}},  \tag{4.14}\\
B^{(3)}= & \left(\frac{4}{9}+\frac{1}{10} \alpha_{3}\right) \frac{\left\langle\rho^{\prime 3}\right\rangle}{\langle\rho\rangle^{3}},  \tag{4.15}\\
B^{(4)}= & \frac{\left\langle\rho^{\prime 4}\right\rangle}{\langle\rho\rangle^{4}}\left(-\frac{8}{27}-\frac{6}{10} \alpha_{3}-\frac{1}{7} \alpha_{4,0}\right)+\frac{\left\langle\rho^{\prime 2}\right\rangle^{2}}{\langle\rho\rangle^{4}} \\
& \times\left[\frac{4}{27}+\frac{8}{10} \alpha_{3}-\frac{1}{100}\left(\alpha_{4,1}+19 \alpha_{4,2}+10 \alpha_{4,3}\right)\right] \\
= & \frac{\left\langle\rho^{\prime 2}\right\rangle^{2}}{\langle\rho\rangle^{4}}\left[-\frac{8}{27}-\frac{1}{10} \alpha_{3}-\frac{3}{14} \alpha_{4,0}\right. \\
& \left.-\frac{1}{100}\left(\alpha_{4,1}+19 \alpha_{4,2}+10 \alpha_{4,3}\right)\right], \tag{4.16}
\end{align*}
$$

where we have chosen $\mu=\langle\boldsymbol{\rho}\rangle$.

## 5. INEQUALITIES AND BOUNDS

The perturbation terms $A_{i j}^{(n)}$ as introduced in Eq. (2.20) are defined by

$$
\begin{equation*}
\left\langle p_{i j}(\mathbf{r}) E_{j}^{(n-1)}(\mathbf{r})\right\rangle=A_{i j}^{(n)}\left\langle E_{j}\right\rangle, \quad n \geqslant 1, \tag{5.1}
\end{equation*}
$$

but can also be given by ${ }^{12}$

$$
\begin{equation*}
\left\langle E_{i}^{(n)}(\mathbf{r}) E_{i}^{(m)}(\mathbf{r})\right\rangle=-A_{i j}^{(n+m)}\left\langle E_{i}\right\rangle\left\langle E_{j}\right\rangle, \quad n, m \geqslant 1, \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle p_{i j}(\mathbf{r}) E_{i}^{(n)}(\mathbf{r}) E_{j}^{(m)}(\mathbf{r})\right\rangle=A_{i j}^{(n+m+1)}\left\langle E_{i}\right\rangle\left\langle E_{j}\right\rangle, \quad n, m \geqslant 0 . \tag{5.3}
\end{equation*}
$$

Similar expressions hold for the perturbation terms $B_{i j}^{(n)}$.
From these equations several inequalities concerning the perturbation terms $A_{i j}^{(n)}$ and $B_{i j}^{(n)}$ can be derived: Consider, for instance, the quadratic expression

$$
\begin{equation*}
\left\langle\left[E_{i}^{(n)}(\mathbf{r})+E_{i}^{(n+1)}(\mathbf{r})\right]^{2}\right\rangle \geqslant 0, \tag{5.4}
\end{equation*}
$$

from which we derive, using Eq. (5.2) in principal directions of $A_{i j}{ }_{i j}^{(n)}$,

$$
\begin{equation*}
A_{i}^{(2 n)}+2 A_{i}^{(2 n+1)}+A_{i}^{(2 n+2)} \leqslant 0, \quad n \geqslant 1 . \tag{5.5}
\end{equation*}
$$

By using inequality (5.5) for $n=N, N+1, \cdots$ and summing, we deduce

$$
\begin{equation*}
A_{i}^{(2 N)}+2 \sum_{n=2 N+1}^{\infty} A_{i}^{(n)} \leqslant 0, \quad N \geqslant 1, \tag{5.6}
\end{equation*}
$$

from which it follows

$$
\begin{equation*}
\sigma_{i}^{*} \leqslant \lambda\left(1+\sum_{n=1}^{2 N-1} A_{i}^{(n)}+\frac{1}{2} A_{i}^{(2 N)}\right), \quad N \geqslant 1 . \tag{5.7}
\end{equation*}
$$

Doing the same thing with the dual series, we find bounds for the effective conductivity:

$$
\begin{align*}
(\mu[1 & \left.\left.+\sum_{m=1}^{2 M-1} B_{i}^{(m)}+\frac{1}{2} B_{i}^{(2 M)}\right]\right)^{-1} \\
& \leqslant \sigma_{i}^{*} \leqslant \lambda\left(1+\sum_{n=1}^{2 N-1} A_{i}^{(n)}+\frac{1}{2} A_{i}^{(2 N)}\right), \quad M, N \geqslant 1 . \tag{5.8}
\end{align*}
$$

We do not intend to exploit this bounding expressing in this paper. Our aim is to find bounds for the form parameters introduced in Eqs. (3.12), (3.17), and (3.18) and, in order to
derive the narrowest bounds possible, we will make an excursion to locally isotropic materials with random field $\{\sigma(\mathbf{r})\}$. Making use of the nonnegative character of the conductivity and of Eqs. (5.2) and (5.3), we can write:

$$
\begin{equation*}
\left\langle\sigma(\mathbf{r}) E_{i}^{(1)}(\mathbf{r}) E_{i}^{(1)}(\mathbf{r})\right\rangle \geqslant 0 \tag{5.9}
\end{equation*}
$$

which for a statistically isotropic material leads to

$$
\begin{equation*}
-A^{(2)}+A^{(3)} \geqslant 0 . \tag{5.10}
\end{equation*}
$$

When we choose $\lambda=\langle\sigma\rangle$, we get, cf. Eqs. (3.6) and (3.11)

$$
\begin{equation*}
\frac{1}{3} \delta_{2}+\left(\frac{1}{9}+\alpha_{3}\right) \delta_{3} \geqslant 0 \tag{5.11}
\end{equation*}
$$

which, together with the inequality, valid for a nonnegative stochastic variable,

$$
\begin{equation*}
\delta_{2}+\delta_{3} \geqslant 0 \tag{5.12}
\end{equation*}
$$

leads for the extremum $\delta_{3}=-\delta_{2}$ to an upper bound for $\alpha_{3}$ :

$$
\begin{equation*}
\alpha_{3} \leqslant \frac{2}{9} . \tag{5.13}
\end{equation*}
$$

In order to arrive at a lower bound, we consider the Schwarz inequality
$\left\langle\sigma^{\prime 2}(\mathbf{r}) E_{i}^{(1)}(\mathbf{r})\right\rangle^{2} \leqslant\left\langle\sigma^{\prime 2}\right\rangle\left\langle\sigma^{\prime 2}(\mathbf{r}) E_{i}^{(1)}(\mathbf{r}) E_{i}^{(1)}(\mathbf{r})\right\rangle$,
which leads to (see Appendix C)

$$
\begin{equation*}
\left(-\frac{1}{3} \delta_{3}\right)^{2} \leqslant \delta_{2}\left[\delta_{4}\left(\frac{1}{9}+\alpha_{3}\right)+\delta_{2}^{2}\left(\frac{2}{9}-\alpha_{3}\right)\right] . \tag{5.15}
\end{equation*}
$$

In general it holds $\delta_{3}^{2} \leqslant \delta_{2} \delta_{4}$ and $\delta_{2}^{2} \leqslant \delta_{4}$. When we take $\delta_{2}^{2}<\delta_{4}$ and $\delta_{3}^{2} \simeq \delta_{2} \delta_{4}$, which is realizable for the random field $\{\sigma(\mathbf{r})\}$ of, for instance, a two-phase material, we find the lower bound for $\alpha_{3}$ to be zero, so

$$
\begin{equation*}
0 \leqslant \alpha_{3} \leqslant \frac{2}{9} . \tag{5.16}
\end{equation*}
$$

Making use of the Schwarz inequality,

$$
\begin{equation*}
\left\langle E_{i}^{(1)}(\mathbf{r}) E_{i}^{(2)}(\mathbf{r})\right\rangle^{2} \leqslant\left\langle E_{i}^{(1)}(\mathbf{r}) E_{i}^{(1)}(\mathbf{r})\right\rangle\left\langle E_{i}^{(2)}(\mathbf{r}) E_{i}^{(2)}(\mathbf{r})\right\rangle \tag{5.17}
\end{equation*}
$$

we derive from Eq. (5.2) for a statistically isotropic material

$$
\begin{equation*}
\left(A^{(3)}\right)^{2} \leqslant A^{(2)} A^{(4)} . \tag{5.18}
\end{equation*}
$$

For a locally isotropic material it follows, cf. Eqs. (3.11) and (3.15), that

$$
\begin{align*}
{\left[\left(\frac{1}{9}+\alpha_{3}\right) \delta_{3}\right]^{2} \leqslant } & -\frac{1}{3} \delta_{2}\left[\delta_{4}\left(-\frac{1}{27}-\alpha_{3}+\alpha_{4,0}\right)\right. \\
& \left.+\delta_{2}^{2}\left(-\frac{1}{27}+\alpha_{3}+\alpha_{4,1}+\alpha_{4,2}+\alpha_{4,3}\right)\right] \tag{5.19}
\end{align*}
$$

Taking the above-mentioned values for the normalized moments, we get an upper bound for $\alpha_{4,0}$

$$
\begin{equation*}
\alpha_{4,0} \leqslant \frac{1}{3} \alpha_{3}-3 \alpha_{3}^{2} . \tag{5.20}
\end{equation*}
$$

Following the same procedure for the dual perturbation terms $B^{(n)}$, we arrive at a lower bound for $\alpha_{4,0}$, which, together with the upper bound, leads to

$$
\begin{equation*}
-\frac{2}{3} \alpha_{3}+\frac{3}{2} \alpha_{3}^{2} \leqslant \alpha_{4,0} \leqslant \frac{1}{3} \alpha_{3}-3 \alpha_{3}^{2}, \tag{5.21}
\end{equation*}
$$

in agreement with Elsayed. ${ }^{13}$
Returning to our problem for locally anisotropic materials, we see that inequality ( 5.18 ) leads to an upper bound for the linear combination of form parameters $\alpha_{4, i} i=1,2,3$, as given in Eq. (3.16), whereas the corresponding inequality in terms of $B^{(n)}$ leads to a lower bound:
$-\frac{4}{27}-\frac{1}{30} \alpha_{3}+\frac{3}{400} \alpha_{3}^{2}-\frac{3}{14} \alpha_{4,0}$

$$
\begin{align*}
& \leqslant \frac{1}{100}\left(\alpha_{4,1}+19 \alpha_{4,2}+10 \alpha_{4,3}\right) \\
& \leqslant \frac{2}{27}+\frac{1}{60} \alpha_{3}-\frac{3}{200} \alpha_{3}^{2}-\frac{3}{14} \alpha_{4,0}, \tag{5.22}
\end{align*}
$$

where we have taken the maximum value of $\delta_{3}^{2} / \delta_{2}^{3}=\frac{1}{2}$.
Taking into account the relatively small contributions of $\alpha_{3}$ and $\alpha_{4,0}$ because of Eqs. (5.16) and (5.21), we can approximate the bounds given in Eq. (5.22) by

$$
\begin{equation*}
-\frac{4}{27} \leqslant \frac{1}{100}\left(\alpha_{4,1}+19 \alpha_{4,2}+10 \alpha_{4,3}\right) \approx \frac{2}{27} . \tag{5.23}
\end{equation*}
$$

## 6. RENORMALIZATION

We recall Eq. (3.9), which we wish to write symbolically as

$$
\begin{equation*}
x \frac{\partial}{\partial x} \rightarrow \frac{1}{3} R_{\infty}-\frac{1}{3} R_{0}+Y_{2 \mu} \tag{6.1}
\end{equation*}
$$

The operator $R_{\infty}$ divides the correlation function into two parts if no cells with infinite dimensions are present in the ensemble, while the operator $R_{0}$ contracts two consecutive points in the correlation function.

When we evaluate the $R_{\infty}$ operators in the $A_{i j}^{(n)}$ terms, we get new terms $D_{i j}^{(n)}$, in which only the operators $R_{0}$ and $Y_{2 \mu}$ appear:

$$
\begin{align*}
& A_{i j}^{(n)}=A_{i j}^{(n)}\left(R_{\infty}, R_{0}, Y_{2 \mu}\right),  \tag{6.2}\\
& D_{i j}^{(n)}=D_{i j}^{(n)}\left(R_{0}, Y_{2 \mu}\right) . \tag{6.3}
\end{align*}
$$

Expressions for the $A^{(n)}$ in terms of $D^{(n)}$ are
$A_{i j}^{(1)}=D_{i j}^{(1)}$,
$A_{i j}^{(2)}=D_{i j}^{(2)}+\frac{1}{3} D_{i k}^{(1)} D_{k j}^{(1)}$,
$A_{i j}^{(3)}=D_{i j}^{(3)}+\frac{1}{3} D_{i k}^{(1)} D_{k j}^{(2)}+\frac{1}{3} D_{i k}^{(2)} D_{k j}^{(1)}$

$$
+\frac{1}{9} D_{i k}^{(1)} D_{k l}^{(1)} D_{l j}^{(1)},
$$

$$
\cdots,
$$

from which we derive

$$
\begin{align*}
\sum_{1}^{\infty} A_{i j}^{(n)}= & \sum_{1}^{\infty} D_{i j}^{(n)}+\frac{1}{3} \sum_{1}^{\infty} D_{i k}^{(n)} \sum_{i}^{\infty} D_{k j}^{\left(n^{\prime}\right)} \\
& +\frac{1}{9} \sum_{1}^{\infty} D_{i k}^{(n)} \sum_{1}^{\infty} D_{k l}^{\left(n^{\prime}\right)} \sum_{1}^{\infty} D_{l j}^{\left(n^{\prime}\right)}+\cdots \\
= & \left(\frac{\Sigma_{1}^{\infty} D^{(n)}}{1-\frac{1}{3} \Sigma_{1}^{\infty} D^{\left(n^{\prime}\right)}}\right) . \tag{6.5}
\end{align*}
$$

Evaluating the $R_{0}$ operator in $D_{i j}^{(n)}$, we get

$$
\begin{aligned}
D_{i j}^{(1)}= & \left\langle p_{i j}\right\rangle, \\
D_{i j}^{(2)}= & -\frac{1}{3}\left\langle p_{i j}^{2}\right\rangle+c_{k l, \mu} \frac{1}{4 \pi} \\
& \times \int d \mathbf{r}_{12} \frac{1}{r_{12}^{3}} Y_{2 \mu}\left(\hat{r}_{12}\right)\left\langle p_{i k}\left(\mathbf{r}_{1}\right) p_{l j}\left(\mathbf{r}_{2}\right)\right\rangle, \\
D_{i j}^{(3)}= & \frac{1}{9}\left\langle p_{i j}^{3}\right\rangle-\frac{1}{3} c_{k l, \mu} \frac{1}{4 \pi} \int d \mathbf{r}_{12} \frac{1}{r_{12}^{3}} Y_{2 \mu}\left(\hat{r}_{12}\right)\left\langle p_{i k}\left(\mathbf{r}_{1}\right) p_{l j}^{2}\left(\mathbf{r}_{2}\right)\right\rangle \\
& -\frac{1}{3} c_{k l, \mu} \frac{1}{4 \pi} \int d \mathbf{r}_{12} \frac{1}{r_{12}^{3}} Y_{2 \mu}\left(\hat{r}_{12}\right)\left\langle p_{i k}^{2}\left(\mathbf{r}_{1}\right) p_{l j}\left(\mathbf{r}_{2}\right)\right\rangle \\
& +\frac{1}{9} c_{k l, \mu} c_{m n, \eta} \frac{1}{(4 \pi)^{2}} \int d \mathbf{r}_{12} \int d \mathbf{r}_{23}
\end{aligned}
$$

$$
\begin{align*}
& \times \frac{1}{r_{12}^{3}} \frac{1}{r_{23}^{3}} Y_{2 \mu}\left(\hat{r}_{12}\right) Y_{2 \eta}\left(\hat{r}_{23}\right) \\
& \times\left\langle p_{i k}\left(\mathbf{r}_{1}\right) p_{l m}\left(\mathbf{r}_{2}\right) p_{n j}\left(\mathbf{r}_{3}\right)\right\rangle, \tag{6.6}
\end{align*}
$$

and so on.
Now we define the renormalized perturbation tensor:

$$
\begin{equation*}
\tilde{\sigma}_{i j}=p_{i j}-\frac{1}{3} p_{i j}^{2}+\frac{1}{9} p_{i j}^{3} \cdots=\left(\frac{p}{1+\frac{1}{3} p}\right) \tag{6.7}
\end{equation*}
$$

with principal values

$$
\begin{equation*}
\tilde{\sigma}_{i}=3 \frac{\sigma_{i}-\lambda}{\sigma_{i}+2 \lambda} \quad \text { (no summation). } \tag{6.8}
\end{equation*}
$$

Summing the sequence of Eqs. (6.6), we have

$$
\begin{equation*}
\sum_{1}^{\infty} D_{i j}^{(n)}=\sum_{1}^{\infty} T_{i j}^{(n)} \tag{6.9}
\end{equation*}
$$

with

$$
\begin{aligned}
T_{i j}^{(1)}= & \left\langle\tilde{\sigma}_{i j}\right\rangle, \\
T_{i j}^{(2)}= & c_{k l, \mu} \frac{1}{4 \pi} \int d \mathbf{r}_{12} \frac{1}{r_{12}^{3}} Y_{2 \mu}\left(\hat{r}_{12}\right)\left\langle\tilde{\sigma}_{i k}\left(\mathbf{r}_{1}\right) \tilde{\sigma}_{l j}\left(\mathbf{r}_{2}\right)\right\rangle, \\
T_{i j}^{(3)}= & c_{k l, \mu} c_{m n, \eta} \frac{1}{(4 \pi)^{2}} \int d \mathbf{r}_{12} \int d \mathbf{r}_{23} \frac{1}{r_{12}^{3}} \frac{1}{r_{23}^{3}} Y_{2 \mu}\left(\hat{r}_{12}\right) \\
& \times Y_{2 \eta}\left(\hat{r}_{23}\right)\left\langle\tilde{\sigma}_{i k}\left(\mathbf{r}_{1}\right) \tilde{\sigma}_{l m}\left(\mathbf{r}_{2}\right) \tilde{\sigma}_{n j}\left(\mathbf{r}_{3}\right)\right\rangle,
\end{aligned}
$$

and so on.
This result leads us to the renormalized series expansion of the effective conductivity:

$$
\begin{equation*}
\sigma_{i j}^{*}=\lambda\left[\frac{1+\frac{2}{3} \Sigma_{1}^{\infty} T^{(n)}}{1-\frac{1}{3} \Sigma_{1}^{\infty} T^{\left(n^{\prime}\right)}}\right], \tag{6.11}
\end{equation*}
$$

with $T_{i j}^{(n)}$ defined in Eqs. (6.10).
As for the effective resistivity it is possible from Eq. (4.12) to derive an analogous formula. The renormalized perturbation tensor has the principal values:

$$
\begin{gather*}
\tilde{\rho}_{i}=\frac{q_{i}}{1+\frac{2}{3} q_{i}}=3 \frac{\rho_{i}-\mu}{2 \rho_{i}+\mu}=-3 \frac{\sigma_{i}-1 / \mu}{\sigma_{i}+2 / \mu}=-\tilde{\sigma}_{i} \\
\text { for } \mu=\frac{1}{\lambda} \tag{6.12}
\end{gather*}
$$

So the dual series can be written

$$
\begin{equation*}
\rho_{i j}^{*}=\frac{1}{\lambda}\left[\frac{1-\frac{1}{3} \Sigma_{1}^{\infty} T^{(n)}}{1+\frac{2}{3} \Sigma_{1}^{\infty} T^{\left(n^{\prime}\right)}}\right] \tag{6.13}
\end{equation*}
$$

and it is concluded that the renormalized series given respectively in Eqs. (6.11) and (6.13) are consistent with Eq. (4.1).
The optimal value of $\lambda$ may be determined by the condition that the sum of $T^{(n)}$ vanishes, but because the terms $T_{i j}^{(n)}$ depend on quantities concerning the random field $\left\{\sigma_{i j}(\mathbf{r})\right\}$ and on geometrical quantities concerning the texture, which are independent, it is not possible to make the sum of $T_{i j}^{(n)}$ equal to zero solely on the basis of knowledge of the random field $\left\{\sigma_{i j}(\mathbf{r})\right\}$. That is why the optimal value of $\lambda$ follows from the condition that the trace of the first term $T_{i j}^{(1)}$ vanishes:

$$
\begin{equation*}
T_{i i}^{(1)}=\left\langle\tilde{\sigma}_{i i}\right\rangle=3 \sum_{i} \frac{\sigma_{i}-\lambda}{\sigma_{i}+2 \lambda}=0 . \tag{6.14}
\end{equation*}
$$

Equation (6.14) leads to a cubic equation for $\lambda$ :
$\lambda^{3}-\frac{1}{4}\left(\sigma_{1} \sigma_{2}+\sigma_{2} \sigma_{3}+\sigma_{1} \sigma_{3}\right) \lambda-\frac{1}{4} \sigma_{1} \sigma_{2} \sigma_{3}=0$,
which can also be written in terms of fluctuations:
$\lambda^{3}-\frac{3}{4}\langle\sigma\rangle^{2}\left(1-\frac{1}{2} \delta_{2}\right) \lambda-\frac{1}{4}\langle\sigma\rangle^{3}\left(1-\frac{3}{2} \delta_{2}+\delta_{3}\right)=0$,
with solution

$$
\begin{equation*}
\lambda=\langle\sigma\rangle\left(1-\frac{1}{3} \delta_{2}+\frac{1}{9} \delta_{3}-\frac{5}{54} \delta_{2}^{2} \cdots\right) . \tag{6.17}
\end{equation*}
$$

Equation (6.14) leads also to a cubic equation for $\mu$ :

$$
\begin{equation*}
\mu^{3}+\left(\rho_{1}+\rho_{2}+\rho_{3}\right) \mu^{2}-4 \rho_{1} \rho_{2} \rho_{3}=0 \tag{6.18}
\end{equation*}
$$

which is equivalent with Eq. (6.15) for $\lambda=1 / \mu$.
Equation (6.14) is equivalent with the solution of the effective medium theory ${ }^{14,15}$ and Schulgasser's ${ }^{16}$ Model 0.

The second term in Eq. (6.10), $T_{i j}^{(2)}$, vanishes because we are dealing with a statistically isotropic material, for which we can write $T^{(3)}$ and $T^{(4)}$ in terms of the form parameters defined in Eqs. (3.12), (3.17), and (3.18):
$T^{(3)}=\frac{1}{10} \alpha_{3}\left\langle\tilde{\sigma}^{3}\right\rangle$,
$T^{(4)}=\left[\frac{3}{14} \alpha_{4,0}+\frac{1}{100}\left(\alpha_{4,1}+19 \alpha_{4,2}+10 \alpha_{4,3}\right)\right]\left\langle\tilde{\sigma}^{2}\right\rangle^{2}$,
with $\left\langle\tilde{\sigma}^{2}\right\rangle=\delta_{2}-\frac{2}{3} \delta_{3}+\cdots$ and $\left\langle\tilde{\sigma}^{3}\right\rangle=\delta_{3}-\frac{1}{2} \delta_{2}^{2}+\cdots$.
Summarizing, we may state that the effective conductivity $\sigma^{*}$ of a statistically isotropic polycrystalline material to fourth order is given by

$$
\begin{align*}
\sigma^{*}= & \lambda\left\{1+\frac{1}{10} \alpha_{3}\left\langle\tilde{\sigma}^{3}\right\rangle+\left[\frac{3}{14} \alpha_{4,0}+\frac{1}{100}\left(\alpha_{4,1}+19 \alpha_{4,2}\right.\right.\right. \\
& \left.\left.\left.+10 \alpha_{4,3}\right)\right]\left\langle\tilde{\sigma}^{2}\right\rangle^{2}\right\} \tag{6.21}
\end{align*}
$$

with $\lambda$ given by Eq. (6.15) and the form parameters $\alpha$ bounded by

$$
\begin{align*}
& 0 \leqslant \alpha_{3} \leqslant \frac{2}{9}, \\
& -\frac{2}{3} \alpha_{3}+\frac{3}{2} \alpha_{3}^{2} \leqslant \alpha_{4,0} \leqslant \frac{1}{3} \alpha_{3}-3 \alpha_{3}^{2},  \tag{6.22}\\
& -\frac{4}{27} \leqslant \frac{1}{100}\left(\alpha_{4,1}+19 \alpha_{4,2}+10 \alpha_{4,3}\right) \leqslant \frac{2}{27} .
\end{align*}
$$

Let us finally apply the renormalization procedure to the two-dimensional case, where formally the same series expansion is valid, with the difference that factors $\frac{1}{3}$ are replaced by factors $\frac{1}{2}$ and the spherical harmonics $Y_{2 \mu}$ are replaced by exponents $e^{i \mu \phi}, \mu= \pm 2$.

Because no rotationally invariant products of an odd number of traceless $\tilde{\sigma}_{i j}(\mathbf{r})$ components nor of an odd number of exponents $e^{i \mu \phi}$ can be made, all terms $T_{i j}^{(n)}(n \geqslant 2)$ vanish while the condition $T_{i i}^{(1)}=0$ immediately leads to the effective conductivity: $\sigma^{*}=\left(\sigma_{1} \sigma_{2}\right)^{1 / 2}$, in agreement with Dykhne ${ }^{17}$ and Mendelson. ${ }^{18}$

## APPENDIX A: CENTRAL MOMENTS

In order to promote a unified notation, we change the triplet of independent parameters $\left\{\sigma_{1}, \sigma_{2}, \sigma_{3},\right\}$ into $\left\{\langle\sigma\rangle, \delta_{2}, \delta_{3}\right\}$, where $\delta_{n}$ is defined as the $n$th normalized moment:

$$
\begin{equation*}
\delta_{n}=\left\langle\sigma^{\prime n}\right\rangle /\langle\sigma\rangle^{n}, \quad n \geqslant 1 \tag{A1}
\end{equation*}
$$

By means of the invariance equation

$$
\begin{equation*}
\sigma_{i j}^{\prime n}=\frac{3}{2}\left\langle\sigma^{\prime 2}\right\rangle \sigma_{i j}^{\prime n-2}+\left\langle\sigma^{3}\right\rangle \sigma_{i j}^{\prime n-3}, \tag{A2}
\end{equation*}
$$

we see that all $\delta_{n}, n \geqslant 4$, can be expressed in terms of $\delta_{2}$ and $\delta_{3}$, viz.

$$
\begin{equation*}
\delta_{4}=\frac{3}{2} \delta_{2}^{2}, \quad \delta_{5}=\frac{5}{2} \delta_{2} \delta_{3}, \quad \delta_{6}=\frac{9}{4} \delta_{2}^{3}+\delta_{3}^{2}, \quad \text { etc. } \tag{A3}
\end{equation*}
$$

For the averages of the fluctuations of the resistivity tensor an analogous recursion relation exists. The connection between the two sets is expressed by

$$
\begin{align*}
& \langle\rho\rangle=\frac{1}{\langle\sigma\rangle}\left(\frac{1-\frac{1}{2} \delta_{2}}{1-\frac{3}{2} \delta_{2}+\delta_{3}}\right),  \tag{A4}\\
& \frac{\left\langle\rho^{\prime 2}\right\rangle}{\langle\rho\rangle^{2}}=\frac{\delta_{2}-2 \delta_{3}+\frac{1}{2} \delta_{2}^{2}}{\left(1-\frac{1}{2} \delta_{2}\right)^{2}},  \tag{A5}\\
& \frac{\left\langle\rho^{\prime 3}\right\rangle}{\langle\rho\rangle^{3}}=-\frac{\delta_{3}-\frac{3}{2} \delta_{2}^{2}+\frac{3}{2} \delta_{2} \delta_{3}+\frac{1}{4} \delta_{2}^{3}-\delta_{3}^{2}}{\left(1-\frac{1}{2} \delta_{2}\right)^{3}} \tag{A6}
\end{align*}
$$

Extreme values for $\delta_{2}$ and $\delta_{3}$ are $\delta_{2}=\delta_{3}=2$ for the limiting case of $\sigma_{1}=\sigma_{2}<\sigma_{3}$ and $\delta_{2}=\frac{1}{2}, \delta_{3}=-\frac{1}{4}$ for the limiting case of $\sigma_{1}<\sigma_{2}=\sigma_{3}$.

## APPENDIX B: THE AVERAGE VALUE OF PRODUCTS OF TENSOR COMPONENTS

The average value of the product of two components of a second-rank tensor with random orientation is a component of an isotropic fourth-rank tensor:

$$
\begin{equation*}
\left\langle\sigma_{i k}^{\prime} \sigma_{l j}^{\prime}\right\rangle=a \delta_{i k} \delta_{l j}+b \delta_{i l} \delta_{k j}+c \delta_{i j} \delta_{k l} \tag{B1}
\end{equation*}
$$

From the symmetry of the conductivity tensor it follows that $b=c$, and because the tensor is traceless we have

$$
\begin{equation*}
\left\langle\sigma_{i i}^{\prime} \sigma_{i j}^{\prime}\right\rangle=9 a+6 b=0 \tag{B2}
\end{equation*}
$$

so that

$$
\begin{equation*}
\left\langle\sigma_{i k}^{\prime} \sigma_{l j}^{\prime}\right\rangle=\frac{1}{10}\left\langle\sigma^{\prime 2}\right\rangle\left[-2 \delta_{i k} \delta_{l j}+3\left(\delta_{i l} \delta_{k j}+\delta_{i j} \delta_{k l}\right)\right] . \tag{B3}
\end{equation*}
$$

Proceeding in the same way for the product of three and four tensor components, we arrive at

$$
\begin{align*}
\left\langle\sigma_{i k}^{\prime} \sigma_{l m}^{\prime}\right. & \left.\sigma_{n j}^{\prime}\right\rangle \\
= & \frac{1}{70}\left\langle\sigma^{\prime 3}\right\rangle\left\{16 \delta_{i k} \delta_{l m} \delta_{n j}-12\left[\delta_{i k}\left(\delta_{l n} \delta_{m j}+\delta_{l j} \delta_{m n}\right)\right.\right. \\
& \left.+\delta_{l m}\left(\delta_{i n} \delta_{k j}+\delta_{i j} \delta_{k n}\right)+\delta_{n j}\left(\delta_{i m} \delta_{k l}+\delta_{i l} \delta_{k m}\right)\right] \\
& +9\left[\delta_{i l}\left(\delta_{k n} \delta_{m j}+\delta_{k j} \delta_{m n}\right)+\delta_{i m}\left(\delta_{k n} \delta_{l j}+\delta_{k j} \delta_{l n}\right)\right. \\
& \left.\left.+\delta_{i n}\left(\delta_{k l} \delta_{m j}+\delta_{k m} \delta_{l j}\right)+\delta_{i j}\left(\delta_{k l} \delta_{m n}+\delta_{k m} \delta_{l n}\right)\right]\right\}, \tag{B4}
\end{align*}
$$

and

$$
\begin{aligned}
\left\langle\sigma_{i k}^{\prime} \sigma_{l m}^{\prime}\right. & \left.\sigma_{n o}^{\prime} \sigma_{p j}^{\prime}\right\rangle \\
= & \frac{1}{70}\left\langle\sigma^{\prime 4}\right\rangle\left\{4 \delta_{i k} \delta_{l m} \delta_{n o} \delta_{p j}-2\left[\delta _ { i k } \delta _ { l m } \left(\delta_{n p} \delta_{o j}\right.\right.\right. \\
& \left.+\delta_{n j} \delta_{o p}\right)+\delta_{i k} \delta_{n o}\left(\delta_{l p} \delta_{m j}+\delta_{l j} \delta_{m p}\right) \\
& +\delta_{i k} \delta_{p j}\left(\delta_{l n} \delta_{m o}+\delta_{l o} \delta_{m n}\right) \\
& +\delta_{l m} \delta_{n o}\left(\delta_{i p} \delta_{k j}+\delta_{i j} \delta_{k p}\right) \\
& +\delta_{l m} \delta_{p j}\left(\delta_{i n} \delta_{k o}+\delta_{i o} \delta_{k n}\right)
\end{aligned}
$$

$$
\begin{align*}
& \left.+\delta_{n o} \delta_{p l}\left(\delta_{i l} \delta_{k m}+\delta_{i m} \delta_{k k}\right)\right] \\
& +3\left[\left(\delta_{i l} \delta_{k m}+\delta_{i m} \delta_{k l}\right)\left(\delta_{n p} \delta_{o j}+\delta_{n j} \delta_{o p}\right)\right. \\
& +\left(\delta_{i n} \delta_{k o}+\delta_{i o} \delta_{k n}\right)\left(\delta_{l p} \delta_{m j}+\delta_{l j} \delta_{m p}\right) \\
& \left.\left.+\left(\delta_{i p} \delta_{k j}+\delta_{i j} \delta_{k p}\right)\left(\delta_{l n} \delta_{m o}+\delta_{l o} \delta_{m n}\right)\right]\right\} . \tag{B5}
\end{align*}
$$

## APPENDIX C: EVALUATION OF THE FOURTH-ORDER PERTURBATION TERM $A_{i j}^{(4)}$

Elaborating the Cartesian operators $x \partial / \partial x$ in terms of spherical harmonics, as given by Eq. (3.9), in the fourthorder perturbation term $A_{i j}^{(4)}$ of a statistically isotropic material leads to

$$
\begin{align*}
A_{i i}^{(4)}\langle\sigma\rangle^{4}= & -\frac{1}{27}\left\langle\sigma_{i i}^{\prime 4}\right\rangle+\frac{1}{27}\left\langle\sigma_{i m}^{\prime}{ }^{2}\right\rangle^{2} \\
& -\frac{2}{3} c_{k l, \mu} c_{m n, \eta} \frac{1}{(4 \pi)^{2}} \int d \mathbf{r}_{12} \int d \mathbf{r}_{23} \frac{1}{r_{12}^{3} r_{23}^{3}} \\
& \times Y_{2 \mu}\left(\hat{r}_{12}\right) Y_{2 \eta}\left(\hat{r}_{23}\right)\left\langle\sigma_{i k}^{\prime}\left(\mathbf{r}_{1}\right) \sigma_{l m}^{\prime}\left(\mathbf{r}_{2}\right) \sigma_{n i}^{\prime 2}\left(\mathbf{r}_{3}\right)\right\rangle \\
& -\frac{1}{3} c_{k l, \mu} c_{o p, \eta} \frac{1}{(4 \pi)^{2}} \int d \mathbf{r}_{12} \\
& \times \int d \mathbf{r}_{23} \frac{1}{r_{12}^{3} r_{23}^{3}} Y_{2 \mu}\left(\hat{r}_{12}\right) Y_{2 \eta}\left(\hat{r}_{23}\right) \\
& \times\left\langle\sigma_{i k}^{\prime}\left(\mathbf{r}_{1}\right) Y \sigma_{l o}^{\prime 2}\left(\mathbf{r}_{2}\right) \sigma_{p i}^{\prime}\left(\mathbf{r}_{3}\right)\right\rangle \\
& +c_{k l, \mu} c_{m n, \eta} c_{o p, v} \frac{1}{(4 \pi)^{3}} \int d \mathbf{r}_{12} \int d \mathbf{r}_{23} \int d \mathbf{r}_{34} \\
& \times \frac{1}{r_{12}^{3} r_{23}^{3} r_{34}^{3}} Y_{2 \mu}\left(\hat{r}_{12}\right) Y_{2 \eta}\left(\hat{r}_{23}\right) Y_{2 v}\left(\hat{r}_{34}\right) \\
& \times\left\langle\sigma_{i k}^{\prime}\left(\mathbf{r}_{1}\right) \sigma_{l m}^{\prime}\left(\mathbf{r}_{2}\right) \sigma_{n o}^{\prime}\left(\mathbf{r}_{3}\right) \sigma_{p i}^{\prime}\left(\mathbf{r}_{4}\right)\right\rangle . \tag{C1}
\end{align*}
$$

In the third term we have

$$
\begin{align*}
& \left\langle\sigma_{i k}^{\prime}\left(\mathbf{r}_{1}\right) \sigma_{l m}^{\prime}\left(\mathbf{r}_{2}\right) \sigma_{n i}^{\prime 2}\left(\mathbf{r}_{3}\right)\right\rangle \\
& = \\
& =\left\langle\sigma_{i k}^{\prime} \sigma_{l m}^{\prime} \sigma_{n i}^{\prime 2}\right\rangle P\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right)  \tag{C2}\\
& \quad+\left\langle\sigma_{i k}^{\prime} \sigma_{l m}^{\prime}\right\rangle\left\langle\sigma_{n i}^{\prime 2}\right\rangle P\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; \mathbf{r}_{3}\right),
\end{align*}
$$

with

$$
\begin{align*}
P\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; \mathbf{r}_{3}\right) & =P\left(\mathbf{r}_{1}, \mathbf{r}_{2} \mid \mathbf{r}_{3}\right)-P\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right) \\
& =P\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)-P\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right), \tag{C3}
\end{align*}
$$

of which the term $P\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ vanishes upon integrating.

In the fourth term we have analogously

$$
\begin{align*}
&\left\langle\sigma_{i k}^{\prime}\left(\mathbf{r}_{1}\right) \sigma_{l o}^{\prime}\left(\mathbf{r}_{2}\right) \sigma_{p i}^{\prime}\left(\mathbf{r}_{3}\right)\right\rangle \\
&=\left(\left\langle\sigma_{i k}^{\prime} \sigma_{l o}^{\prime 2} \sigma_{p i}^{\prime}\right\rangle-\left\langle\sigma_{i k}^{\prime} \sigma_{p i}^{\prime}\right\rangle\left\langle\sigma_{l o}^{\prime 2}\right\rangle\right) \\
& \times P\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right)+\left\langle\sigma_{i k}^{\prime} \sigma_{p i}^{\prime}\right\rangle\left\langle\sigma_{l o}^{\prime}\right\rangle P\left(\mathbf{r}_{1}, \mathbf{r}_{3}\right) . \tag{C4}
\end{align*}
$$

With the help of Eq. (5.2) we deduce from

$$
\begin{equation*}
\left\langle E_{i}^{(1)}\left(\mathbf{r}_{2}\right) E_{i}^{(1)}\left(\mathbf{r}_{2}\right)\right\rangle=-A_{i j}^{(2)}\left(E_{i}\right\rangle\left\langle E_{j}\right\rangle \tag{C5}
\end{equation*}
$$

that the following holds on the basis of Eq. (3.9):

$$
\begin{align*}
\frac{1}{3} c_{i k, \mu} c_{i m, \eta} \frac{1}{(4 \pi)^{2}} \int d \mathbf{r}_{12} \int d \mathbf{r}_{23} \frac{1}{r_{12}^{3} r_{23}^{3}} \\
\quad \times Y_{2 \mu}\left(\hat{r}_{12}\right) Y_{2 \eta}\left(\hat{r}_{23}\right)\left\langle\sigma_{k l}^{\prime}\left(\mathbf{r}_{1}\right) \sigma_{m l}^{\prime}\left(\mathbf{r}_{3}\right)\right\rangle=\frac{2}{9}\left\langle\sigma^{\prime 2}\right\rangle \tag{C6}
\end{align*}
$$

Now we are able to write $A^{(4)}$ in terms of the form parameters as defined in Sec. 3:

$$
\begin{align*}
& A^{(4)} \\
& =-\frac{1}{27} \delta_{4}+\frac{1}{27} \delta_{2}^{2}-\frac{21}{310} \alpha_{3}\left(\delta_{4}-\delta_{2}^{2}\right)-\frac{1}{3} \alpha_{3}\left(\frac{7}{10} \delta_{4}-\delta_{2}^{2}\right) \\
& \quad-\frac{1}{3} \frac{2}{9} \delta_{2}^{2}+\frac{1}{7} \alpha_{4,0} \delta_{4}+\frac{1}{100} \delta_{2}^{2}\left(\alpha_{4,1}+19 \alpha_{4,2}+10 \alpha_{4,3}\right) . \tag{C7}
\end{align*}
$$
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# Erratum: The Feynman maps and the Wiener integral [J. Math. Phys. 19, 1742 (1978)] 

A. Truman<br>Math Department, Heriot-Watt University, Edinburgh, Scotland

The proof of Theorem 6 in the above paper contains a mistake. I am grateful to David Elworthy of the Math Institute at Warwick University for pointing out the error. Substantially the same result is contained in Theorem $6^{\prime}$ below. This similar result is strong enough to validate the assertions following Theorem 6 in the original paper. We require the following lemma.

Lemma: Let $(1+K): H \rightarrow H$ be a bounded linear surjection. Let $P_{m}: H \rightarrow H$ be an orthogonal projection for $m=1,2, \cdots$. Define the orthogonal surjective projection $Q_{m}$ $: H \rightarrow(1+K) P_{m} H$, for $m=1,2, \cdots$. Then, if $P_{m} \stackrel{s}{\rightarrow}, Q_{m} \xrightarrow{s} 1$, as $m \rightarrow \infty, 1: H \rightarrow H$ being the identity.

Proof: Let $\gamma^{\prime} \in H$ be given by $\gamma^{\prime}=(1+K) \gamma$, for some $\gamma \in H$. Then $\gamma^{\prime}=(1+K) P_{m} \gamma+(1+K)\left(1-P_{m}\right) \gamma$. Hence,
$Q_{m} \gamma^{\prime}=(1+K) P_{m} \gamma+Q_{m}(1+K)\left(1-P_{m}\right) \gamma$.
$\therefore\left\|Q_{m} \gamma^{\prime}-\gamma^{\prime}\right\| \leqslant 2\|1+K\|\left\|P_{m} \gamma-\gamma\right\| \rightarrow 0$, as $m \rightarrow \infty$,
$\forall \gamma^{\prime} \in H$.
Theorem $6^{\prime}:$ Let $(1+K): H \rightarrow H$ be a linear injection with $K$ trace class and $\operatorname{det}(1+K) \neq 0$, det being the Fredholm determinant. Let $g: H \rightarrow \mathbb{C}$ and define $g_{1+K}: H \rightarrow \mathbb{C}$ by $g_{1+K}[\gamma]=g[(1+K) \gamma]$. It is convenient to denote by $\left(e_{s}^{K} g_{1+K}\right)$
$\left(e_{s}^{K} g_{1+K}\right)[\gamma]=\exp \left(\frac{i}{2 s}(K \gamma, K \gamma)+\frac{i}{s}(K \gamma, \gamma)\right) g_{1+K}[\gamma]$,
so that $\left(e_{s}^{K} g_{1+K}\right): H \rightarrow \mathrm{C}$. Then, if $g \in \mathscr{F}(H)$,
$\left(e_{s}^{\kappa} g_{1+K}\right) \in \mathscr{F}^{s}\left(P_{\infty} H\right)$ and
$\mathscr{F}^{s}\left[e_{s}^{K} g_{1+K}\right]=|\operatorname{det}(1+K)|^{-1} \cdot \mathscr{F}^{s}[g], \quad \operatorname{Im} s \leqslant 0, \quad s \neq 0$.

Proof: Substitution for $\left(e_{s}^{K} g_{1+K}\right)$ gives, for $m=1,2, \cdots$, $\mathcal{F}_{m}^{s}\left[e_{s}^{K} g_{1+K}\right]=N_{m} \int \exp \left(\frac{i}{2 s}\left\|Q_{m} \gamma^{\prime}\right\|^{2}\right) g\left[Q_{m} \gamma^{\prime}\right] d\left(P_{m} \gamma\right)$,
where $Q_{m}: H \rightarrow(1+K) P_{m} H$ is the surjective orthogonal projection, $\gamma^{\prime}=(1+K) P_{m} \gamma$ and $N_{m}=(2 \pi i s t / m)^{-m / 2}$, the principal branch of the square root being taken.

We now change integration variables from $d\left(P_{m} \gamma\right)$ to $d\left(Q_{m} \gamma^{\prime}\right)$. Choose $e_{i}^{\prime} \in P_{m} H$ such that $f_{i}=(1+K) e_{i}^{\prime}$, $i=0,1,2, \ldots, m-1$, form an orthonormal basis for $(1+K) P_{m} H$ Here, for $i=0,1, \ldots, m-1$,

$$
e_{i}^{\prime}=\sum_{j=0}^{m-1} A_{i j} e_{j},
$$

with

$$
e_{j}(\cdot)=\left[G\left(\frac{\overline{j+1} t}{m}, \cdot\right)-G\left(\frac{j t}{m}, \cdot\right)\right]\left(\frac{m}{t}\right)^{1 / 2},
$$

$j=0,1,2, \ldots, m-1, G(\sigma, \tau)=t-\sup \{\sigma, \tau\}$, the $e_{j}$ 's forming an orthonormal basis for $P_{m} H$. Then the $A_{i j}$ 's must satisfy

$$
\begin{equation*}
\sum_{k=0}^{m} \sum_{i=0}^{m} A_{i k}\left((1+K) e_{k},(1+K) e_{l}\right) A_{j l}=\delta_{i j}, \tag{5}
\end{equation*}
$$

$i, j=0,1,2, \ldots, m-1$. The $A_{i j}$ 's exist because the matrix with entries $\left((1+K) e_{k},(1+K) e_{l}\right)$ is symmetric and positive definite.

Taking determinants we arrive at
$|\operatorname{det} \boldsymbol{A}|$
$=\left|\operatorname{det}\left(1_{m}+P_{m} K P_{m}+P_{m} K^{*} P_{m}+P_{m} K^{*} K P_{m}\right)\right|^{-1 / 2}$.
This is just the Jacobian determinant for the change of integration variables. To see this write

$$
\begin{equation*}
\gamma^{\prime}=\left(\frac{m}{t}\right)^{1 / 2} \sum_{j=0}^{m}-\widetilde{\gamma}_{j} f_{j}, \quad P_{m} \gamma=\left(\frac{m}{t}\right)^{1 / 2} \sum_{k=0}^{m-1} \Delta \gamma_{k} e_{k}, \tag{7}
\end{equation*}
$$

giving, for $j=0,1,2, \ldots, m-1$,

$$
\begin{equation*}
\widetilde{\gamma}_{j}=\sum_{k=0}^{m-1}\left(f_{j},(1+K) e_{k}\right) \Delta \gamma_{k}=\sum_{k=0}^{m-1}\left(A^{-1}\right)_{k j} \Delta \gamma_{k}, \tag{8}
\end{equation*}
$$

$A^{-1}$ being the matrix inverse of $A$. Since $(1+K) e_{0},(1+K) e_{1}$, $\ldots,(1+K) e_{m-1}$ are linearly independent vectors,
$(1+K): H \rightarrow H$ being an injection, we obtain $0<|\operatorname{det} A|<\infty$.

Thus, changing integration variables, for $\operatorname{Im} s<0$, leads to

$$
\begin{align*}
\mathscr{F}_{m}^{s}\left[e_{s}^{K} g_{1+K}\right]= & N_{m}\left|\operatorname{det}\left(1+P_{m} L P_{m}\right)\right|^{-1 / 2} \\
& \times \int \exp \left(\frac{i}{2 s}\left\|Q_{m} \gamma^{\prime}\right\|^{2}\right) g\left[Q_{m} \gamma^{\prime}\right] d\left(Q_{m} \gamma^{\prime}\right), \tag{9}
\end{align*}
$$

where $L$ is the trace-class operator $L=\left(K+K^{*}+K^{*} K\right)$, det denotes the Fredholm determinant, and the integration variables $d\left(Q_{m} \gamma^{\prime}\right)$ denote $\Pi_{j=0}^{m-1} d \widetilde{\gamma}_{j}$.

When Ims $<0$, for $g \in \mathscr{F}(H)$,

$$
g[\gamma]=\int_{H} \exp \left[i\left(\gamma^{\prime}, \gamma\right)\right] d \mu_{g}\left(\gamma^{\prime}\right)
$$

arguing as in Theorem 3, we obtain

$$
\begin{align*}
\mathscr{F}_{m}^{s}\left[e_{s}^{K} g_{1+K}\right]= & \left|\operatorname{det}\left(1+P_{m} L P_{m}\right)\right|^{-1 / 2} \\
& \times \int \exp \left(\frac{-i s}{2}\left(\gamma, Q_{m} \gamma\right)\right) d \mu_{g}(\gamma) . \tag{10}
\end{align*}
$$

Letting $m \rightarrow \infty$, since det is trace-class continuous and $P_{m} L P_{m} \rightarrow L$ in trace norm as $m \rightarrow \infty$, the result for Ims $<0$ follows from the dominated convergence theorem for the measure $\mu_{g}$ and the factorization properties of det.

When $\operatorname{Im} s=0, s \neq 0$, the justification of the change of integration variables and the validity of the last equation require closer attention. The required result for $\operatorname{Ims}=0$ follows by looking more carefully at our definition of $\mathscr{F}_{m}^{s}$. Explicitly we have

$$
\begin{equation*}
\mathscr{F}_{m}^{s}[f]=N_{m} \lim _{R \rightarrow \infty} \int_{-R}^{R} \ldots \int_{-R}^{R}\left(f e_{s} o P_{m}\right)[\gamma] d\left(P_{m} \gamma\right),( \tag{11}
\end{equation*}
$$

where the finite limits of integration $-R$ and $+R$ refer to the integration variables $\Delta \gamma_{j} j=0,1,2, \ldots, m-1$ and the complex Gaussian $e_{s}[\gamma]=\exp \left[(i / 2 s)\|\gamma\|^{2}\right], e_{s}: H \rightarrow \mathbb{C}$. The result for ims $=0$ now follows in much the same way as in the proof of Theorem 3. (For further details see Ref. 1 where a more general result is proved.)

Theorem 7 requires the additional hypothesis: For a.e. real $s, f(s)=\lim _{\epsilon 10} f(s-i \epsilon)$.
'K.D. Elworthy and A. Truman, "The Feynman maps and the anharmonic oscillator," in preparation.

# Erratum: A nonlinear scalar field theory in isotropic homogeneous space-time <br> [J. Math. Phys. 19, 2253 (1978)] 

J. A. Okolowski

221 Irving Street, Chester, Pennsylvania 19013

Equations (1.4) and (3.10) are printed with typographical errors; the corrections are as follows: Eq. (1.4) should read

$$
\begin{aligned}
& \frac{1}{R} \frac{\partial}{\partial t}\left(R^{3} \frac{\partial \Psi}{\partial t}\right)-\frac{1}{\sinh ^{2} \chi} \frac{\partial}{\partial \chi}\left(\sinh ^{2} \chi \frac{\partial \Psi}{\partial \chi}\right) \\
& \quad-\frac{1}{\sinh ^{2} \chi \sin \theta}\left[\frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial \Psi}{\partial \theta}\right)+\frac{1}{\sin \theta} \frac{\partial^{2} \Psi}{\partial \phi^{2}}\right]
\end{aligned}
$$

$$
+R^{2} \frac{\partial f}{\partial \Psi}=0,
$$

and Eq. (3.10) should read
$u(0)=0, \quad \lim _{\chi \rightarrow \infty} u(\chi)=0$.
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